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1 Introduction

Policy making in modern democracies originates from executive and legislative branch activity

and takes shape through the passage of statutes and implementation of associated rules. While

statutes emanate from elected branches of government, regulations are directives and guide-

lines that have the force of law, but produced by agencies operating outside voter oversight.

Precisely because regulation lacks the accountability and legitimacy derived from elections,

but carries the force of law, United States statutes, such as the Administrative Procedure Act

(APA) of 1946, aim at offering a compromise between safeguarding citizens against “arbitrary

and capricious” government behavior and allowing agencies to apply subject-matter expertise

to complex policymaking domains.1 In U.S. federal rulemaking –the context that we study in

our empirical analysis– consultation with the public is achieved through a process that can be

reduced to three broad phases: (i) a notice of proposed rulemaking (NPRM), where a rule and

its rationale are presented; (ii) a period of public comment; and (iii) rule finalization, which in-

cludes taking into consideration and responding to comments deemed relevant and substan-

tive. Notwithstanding efforts to improve the transparency and accountability of the rulemaking

process, regulatory choice is considered opaque in public opinion surveys and perceived as

captive to special interest influence. In the words of Peltzman (2022), “...ordinary citizens are

skeptical and wary. They want less regulation and do not trust regulators to do what is right.

The mistrust has become stronger over time.” Questions about the nature and quality of the

information exchanged in the regulatory process are debated and the role of strategic advo-

cacy in rulemaking remains unclear: How responsive are regulators to the public or to special

interests? How often do public comments result in policy change? Are there political influ-

ences/distortions evident in making rules? Are all commenters equally influential or do some

have the ear of regulators more than others? An abundance of communication is generated

between the public and the government throughout the notice and comment process, offering

an ideal setting for the study of the economics of information among sophisticated agents. Yet,

what the nature and the systematic consequences of this information exchange are is not firmly

established (O’Connell, 2008).

This paper investigates, both theoretically and empirically, the nature of strategic commu-

nication and policy change in rulemaking: whether it is generally based on hard and verifi-

1The process of notice and comment, a mechanism of direct interaction between the public and regulatory
agencies, is not unique to the American system. The European Commission of the European Union, for exam-
ple, requires public consultation of stakeholders for directives and regulations (EU Commission, 2012), and it is
required by law to organize “broad consultations with parties concerned”. The government of Canada also offers a
process of consultation with stakeholders.
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able information or on soft and cheap talk, how issues of asymmetrical advocacy arise, who

commands the attention of the regulator, and whether agencies are more likely to make policy

changes in response to comments from larger organizations or from ideologically extreme ad-

vocates. Our objective is to contribute to the debate on regulation by presenting a theory and

new facts about the nature of communication between interest groups and regulators. Ulti-

mately, the combination of theoretical and empirical results in this paper paints a picture of the

process of rulemaking where neither hard and verifiable information nor cheap talk and soft

communication can alone explain all the data. Hybrid models, like the soft-hard information

framework that we develop in Section 2.4, present more promise.

Our empirical analysis is possible because of the wealth of data assembled by U.S. regula-

tory agencies about the process of notice and comment regulation under the APA. We analyze

all U.S. federal rules published between 2008 and 2022 on the government repository Regula-

tions.gov and the majority of comments on these rules. This requires the analysis of millions

of pages of text of regulations and public comments. We develop custom Natural Language

Processing (NLP) tools for measuring policy changes related to individual comments and or-

ganizations that comment on rules, building on previous approaches to analyzing influence

(see Xing et al. 2023; Bertrand et al. 2021) to measure commenting outcomes in detail. Careful

NLP customization is necessary, as regulatory documents are among the most technical and

impervious of text corpora. We parse rules to extract specific regulatory responses on narrow

topics raised by commenters, parse response texts to detect mentions of policy changes and

commenter stance in these responses, and identify which comments the agency is likely ad-

dressing in each response. The combined data allows us to measure influence in terms of the

number of responses and each organization’s success rate in obtaining a desired policy change

over our sample period. It also allows us to quantify how responsive U.S. agencies are to public

consultation in accordance to the APA, and regulators’ heterogeneity in heeding to comments.2

We uncover a set of new facts that were previously undocumented or, in some cases, more

narrowly quantified: #1 Comments on regulations tend to be negative. 75% of comment letters

express opposition to the proposed rule and 90% want at least one change made to the pro-

posed rule. #2 A sizable share of comments contains detailed, verifiable information. 35% of

comment letters authored by organizations are at least 2 pages long, and 40% of these longer

2Let us clarify at the onset that, while most of the facts reported in this article are novel, some have appeared in
more limited samples and/or for restricted time periods within the Law and/or Political Science literature. These
fields are historically more attentive research areas to the subject matter of rulemaking and notice-and-comment
processes (e.g. Yackee 2006; Yackee and Yackee 2006) than Economics, but also lack the set of large-scale regular-
ities and methodologies that we propose. We try to integrate to the best of our ability these important interdisci-
plinary contributions and hope to amplify their impact within Economics.
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comments contains citations or links to independent sources. #3 Agencies receive requests for

change by both sides of the political spectrum. For groups for which political donations data

is available, only 55% of comments requesting change come from organizations that are ideo-

logically opposed to the administration. #4 Politically aligned advocates have higher influence.

When organizations are politically aligned with the president, they comment 15% less often, but

are twice as likely to express support for a proposed rule, and have 20% higher commenting suc-

cess rate when they choose to comment. #5 Ideologically moderate advocates have higher influ-

ence. Left-leaning nonprofits are frequent commenters, but industry groups and other center-

right organizations have 5-20% higher success rates when they choose to comment. #6 Larger

advocates comment more, but not with higher success rates. Large public companies comment

considerably more (both in terms of number of comment letters filed and in the length of each

comment) than small public companies. However, large companies do not have a higher policy

change success rate, conditional on sending a comment, relative to small companies. So, while

large organizations drive the vast majority of changes in the data, this is determined by their

much higher volume of commenting.

The theoretical approach in this paper focuses on presenting a flexible framework of strate-

gic communication in rulemaking, with an emphasis on distinguishing between models of hard

information and cheap talk.3 We begin by presenting a core framework with two variants that

differ only in whether the commenters can commit to truthful information (hard and verifiable

information) or not (cheap talk), plus a third hybrid structure that mixes both forms of commu-

nication.

Our core framework is constructed as follows: An agency is designing a specific feature of

a rule, which we model as a binary choice a ∈ {0, 1}. The agency cares both about its pri-

vate value (bias, b) and the common good (ω) associated with choosing action a = 1.4 The

agency interacts with advocates –special interest groups with specific biases of their own and

different stakes in this feature of the rule. Advocate i can privately collect information about ω

and, if they so choose, disclose either a verifiable signal η of the state ω (co-collected with ω)

or a soft recommendation âi, or both. The agency’s bias is private information, leaving some

residual uncertainty about the outcome of commenting for the advocate. Selection into com-

menting is endogenous in this model and the framework addresses head-on an important issue

3The portfolio of new facts that we document presents a useful set of empirical regularities necessary to disci-
pline theories of persuasion and strategic advocacy. The literature is extremely vast and our model captures some
salient, but by all means not all features of some of the classic models in this area (Crawford and Sobel, 1982;
Dewatripont and Tirole, 1999; Krishna and Morgan, 2004; Kamenica and Gentzkow, 2011).

4A large class of common agency models applied to special interest politics and lobbying assume politicians care
about a weighted average of aggregate welfare and private campaign contributions. See Grossman and Helpman
(1994, 2001).
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of the rulemaking environment: that not all players with a stake in a rule do in fact comment in

equilibrium, and the selection into who comments is informative to the regulator –not just the

content of the comment itself.

We study the hard information case first. We show that only certain organizations on a spe-

cific side of each issue will comment. Two forces are at work. First, there is the simple fact that

in the absence of any comments, the agency will choose according to their (predictable) bias.

Therefore advocates who want a policy change from the agency’s default choice will be the ones

who have the strongest incentive to comment –a feature strongly supported by our analysis of

the comments and responses written by agencies (Fact #1). Second, there is a redundancy in

collecting information from an advocate from the same side of the agency when an opponent

also collects the same information aboutω.

In support of the hard information model, Fact #2 shows that in the data a sizable share of

comment letters, but by no means all, contain hard information.

Next, we consider the soft information case. In contrast to the hard information model, un-

der cheap talk, a comment is most effective if the message is counter to the sender’s bias. This

produces a fundamentally different prediction about who will comment: Under hard infor-

mation, comments will be “pro-attitudinal” (advocates with opposing biases request changes),

while under cheap talk comments will be “counter-attitudinal” (advocates with similar bias to

the agency request changes). On this dimension we find mixed empirical evidence (Fact #3): We

can show that about 55% of comments are pro-attitudinal and the remaining 45% are counter-

attitudinal. Importantly, the theory also highlights how the the models make different predic-

tions for advocate’s success in persuading agencies to make changes to the design of rules. With

the soft information model, the identity of advocates is important and advocates with similar

biases to the agency will have higher success rates. In contrast, with hard information, the pres-

ence of verifiable information makes the identity of the sender immaterial from the perspective

of the decision by the agency. Here, our empirical results are more supportive of the soft in-

formation model. Facts #4 and #5 show that comments from advocates politically aligned with

the agency and advocates that are more moderate in their ideological position have higher in-

fluence on changing regulation. In contrast, we do not find that large and small firms differ in

their influence, controlling for the magnitude of their commenting activity (Fact #6).

Overall, we show that a mixed, semi-hard information environment in the spirit of Dewa-

tripont and Tirole (2005) can reconcile several empirical regularities (Facts #3, #4, and #5, for

example), pointing to this mode of communication as appropriate for rulemaking. This envi-

ronment further allows to incorporate other empirically salient elements, like rubberstamping
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and agency review.5

Even under a consensus that rulemaking may be as consequential as lawmaking (Lawson,

1994), the Political Economy and Political Science’s attention to the legislative branch has greatly

surpassed that to regulation. From the Economics literature perspective especially, established

theory of regulation is infrequently connected to its empirics, and aggregate studies on the

costs and benefits of regulation are often less than complete (Bombardini et al., 2025). Few

applications focus on rulemaking specifically,6 while theory-to-data frameworks appear more

frequently in the analysis of supervision and enforcement (among others, Garicano et al. 2016;

Alesina et al. 2018; Aghion et al. 2021).

Early empirical analysis of regulatory rulemaking are limited to case studies or area-specific

samples7, because of the complexity, heterogeneity, and high specificity of the regulatory text

and comments exchanged. More recent and related works on the quantitative analysis of regu-

lation are more representative and range from the analysis of completion and quality of rules to

their impact and costs for economic agents. In a recent contribution Bellodi et al. (2025), for ex-

ample, shows, when looking at the US Unified Agenda of Federal Regulatory and Deregulatory

Actions, rules that are overseen by regulators who are personally politically misaligned with the

party of the US president take systematically longer to complete. Applications to the analysis of

the compliance costs of regulation range from text-based methodologies (Kalmenovitz, 2023;

Singla, 2023; Chang et al., 2023), to earning announcements and financial disclosures (Davis,

2017; Calomiris et al., 2020), to establishment-level survey evidence (Trebbi et al., 2026). Extant

empirical research also rarely supplies a theoretical framework necessary to explicit mecha-

nisms underlying the data generating process. This paper attempts to fill some of these gaps in

the literature.

Our theoretical framework builds upon a substantial body of literature on the influence of

interest groups in public decision-making. This influence can be indirect, operating through

politicians’ incentives to appeal to the electorate. The Ramsey literature, initiated by Lindbeck

and Weibull (1987), demonstrates how the design of electoral platforms optimally reflects the

relative elasticities of voting responses to platform characteristics. In the pandering or elec-

tioneering literature,8 governments signal their empathy toward either the general population

5In Appendix A, Supplement C we show how to extend the model to incorporate pre-NPRM influence in shaping
a rule proposal and post rule finalization judicial appeals, both important empirical elements of the rulemaking
process. Heterogeneity in search technologies and alternative forms of information collection are also explored.

6See Furlong (1997); Yackee (2019) for discussions of the sparsity of empirical analysis in early work on rulemak-
ing.

7Some examples include Yackee (2006); Magat et al. (2013); Lowande and Augustine Potter (2021).
8Battaglini and Coate (2007, 2008); Gavazza and Lizzeri (2009); Lizzeri and Persico (2005); Maskin and Tirole
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or specific interest groups. Or influence can be direct, through information exchange. This

approach—pioneered by Austen-Smith and Wright (1992, 1994) and most directly related to

our work—examines the provision of information by well-informed and well-resourced SIGs

to legislators and governments. Using a costly-state-verification framework, Austen-Smith and

Wright show how lobbying is mainly performed by opponents and can improve legislative deci-

sions; their 1994 paper introduces the notion of counteractive lobbying to explain why interest

groups sometimes lobby their allies. This informational approach offers unique potential to

address questions such as when public decision-makers are likely to be well informed9 and, in

the context of the NPRM process, who participates in commenting and with what degree of ef-

fectiveness. We argue that the NPRM process offers a comparatively “clean” environment for

testing informational lobbying models: (i) alternative influence channels, such as vote buying

(Dekel et al., 2008), are absent; (ii) access to officials is unrestricted; (iii) issue complexity and ex-

pertise are salient, making policy specialists, informational influence, and “quiet politics” more

impactful; and (iv) the decision-making authority –the agency– is clearly identified10.

The theoretical component of our paper extends the Austen-Smith and Wright agenda in

several directions to inform our empirical analysis. First, we begin by providing a systematic

analysis of how the characteristics of information affect its provision and its capacity to shape

policy outcomes. While the persuasion literature typically studies either hard or soft informa-

tion (or, less commonly, hybrid forms), it rarely compares or tests their respective predictions.

To address this gap, we develop a unified model in which the sole variation lies in how eas-

ily the agency can verify the veracity of messages from SIGs. Second, we examine both the

sending and receiving sides of informational lobbying. Indeed, the political economy litera-

ture offers competing perspectives on targeting by the sending side: (i) Fence-sitter lobbying:

An elasticity-based view predicts that lobbying should focus on uncommitted legislators. (ii)

Same-side lobbying: Classical political science emphasizes officials’ receptiveness to “stim-

uli,” suggesting that lobbyists should target like-minded policymakers. Relatedly, within the

soft-information framework, the “access-buying” view posits that congruent lobbyists are will-

ing to pay more for opportunities to engage sympathetic officials11, for whom time is scarce,

(2004, 2019).
9The multi-advocate cheap talk literature finds conditions under which full revelation of the state of nature is

possible (Krishna and Morgan, 2001a; Battaglini, 2002).
10As Schnakenberg (2017) notes, that most informational models involve only one legislator is limiting, as “inter-

est groups do not lobby a single legislator in a vacuum but must instead build coalitions in favor of their preferred
policy” (see his paper, as well as Alonso and Câmara (2016) and Caillaud and Tirole (2007) for contributions in
which persuasion works differently in collective choice institutions). This is another reason why the NPRM pro-
cess offers a simpler testing ground for informational theories of lobbying.

11Austen-Smith (1995); Grossman and Helpman (2001) (ch. 5).
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thereby increasing their likelihood of influence12. (iii) Opposite-side lobbying: Austen-Smith

and Wright’s model predicts lobbying by groups predisposed to oppose the government’s posi-

tion.13 Third, we offer a novel dimension: mode of argumentation. In addition to identifying

who lobbies, we investigate how they seek to influence decisions. We define an argument as

pro-attitudinal if it aligns with the position a lobby would adopt absent new information, and

counter-attitudinal if it advocates the opposite. Like ideological distance, the “attitudinality” of

an argument is observable, making it an analytically valuable dimension.

Finally, from a methodological perspective, we make advancements in the use of text anal-

ysis to measure outcomes in a real-world communication game. A general challenge in the

literature on lobbying (broadly interpreted) is the difficulty of measuring outcomes related to

communications with policymakers (Bombardini and Trebbi, 2020). The U.S. notice and com-

ment procedure is appealing because the text of comments is publicly available and agencies

are required to respond to comments in the published rule. This creates a paper trail recording

interactions between advocates and policymakers that include both the advocate’s preferred

policy outcomes and the policymaker’s decision. The challenge facing researchers is how to

deal with the sheer scale and complexity of all the text recorded. Most influential early stud-

ies on influence rulemaking rely on painstaking work to hand-code commenter objectives and

rulemaking outcomes (Yackee and Yackee, 2006; Libgober, 2020; Yackee, 2006; Naughton et al.,

2009; Wagner et al., 2011). In all cases, the authors were forced to compromise in a variety of

ways to make the task more feasible, such as coding a small number of rules or a subsample

of the comments, simplifying the commenting positions to a pro- or anti-regulatory stance,

or coding only a subset of the requests made in the comments. While very valuable, manual

coding of commenting outcomes necessarily limits the types of analysis that is possible and

its reproducibility. Several more recent studies have employed alternative approaches, using

text similarity metrics to compare comment text to rules or rules to other features (Bertrand

et al., 2021; Kalmenovitz and Chen, 2024; Dwidar, 2022; Carpenter et al., 2024) or large language

models. These methods have the advantage of scaling up the analysis, which in turn enables

researchers to use panel data methods to explore patterns of influence, as well as providing a

more complete picture of the distribution of influence across commenters. However, ultimately

textual similarity is at best only correlated with the actual policy outcomes of interest. Much of

the response text written by agencies describes how the agency is rejecting various arguments

12Another theory predicting that lobbying is targeted to like-minded legislators is Hall and Deardorff (2006)’s
“budget-based lobbying”, in which lobbyists subsidize the work of legislators. McCarty and Poole (1998) observe
that contributions to PACs are “same-side”, i.e., inversely related to the ideological distance with the recipient.

13Also see Cukierman and Tommasi (1998) on how the identity of the policymaker affects the credibility of a
policy message.
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made in comments14 –a strong correlation between comments and this kind of dismissive text

is not a good indicator of influence. A contribution of this paper is that we extend previous Nat-

ural Language Processing work on comment-response linking (Xing et al., 2023) to develop a

novel text-based outcome measure that captures granular comment-level outcomes, while also

allowing large scale analysis of thousands of rules and millions of comments. This gives us a

much more complete and detailed view of interactions between advocates and policymakers

than previously available to scholars of lobbying and rulemaking.

The remaining of the paper is organized as follows. The next section presents our theoretical

framework and its results. Section 3 presents the institutional details and examples useful for

our understanding of the notice and comment regulatory process, the data and the details of

the NLP processes that we use. The facts and results of our analysis appear in Section 4. Section

5 concludes.

2 Rulemaking: A theoretical framework

2.1 Model

The contribution of this section is to present a unified model useful to nest and compare the

implications of hard, soft, and hybrid information in rulemaking. There are three players, the

agency and two advocates representing two opposing interest groups. The agency takes action

a ∈ {0, 1}, where a = 1 moves the public policy towards the right and a = 0 consists in not

changing a particular aspect of the regulation15. A player’s preferences reflect their own bias,

their size or stake, and a common-good variable, ω, capturing the quality of the decision. The

state of nature ω is initially unknown to all and drawn from distribution F(ω) with mean 0.We

think of ω as an objective-quality, consensual parameter favoring one decision or the other16.

The advocates have expertise, data, and budgets allowing them to learn a costly signal ofω . In

contrast, the agency does not have resources that would enable it to acquire information (later,

though, we will allow it to review arguments brought by the parties).

Advocates. There are two advocates, a left-wing advocate L (“she”) and a right-wing one R
(“he”). Advocate i ∈ {L,R} has known bias bi (such that bL < 0 < bR), stake (or size) si, and

14See Fact #7 in Appendix B.
15One may have in mind that the left-leaning party was in power, and now the right-leaning one has taken over.
16Alternatively, ω could reflect information drawing attention to the strong opposition or support of politically

important interest groups. The analysis would be the same provided that the agency internalizes some of the
interest groups’ interests: The interest group’s intensity of preferences would then be part of the “common good”,
as perceived not only by the relevant interest group but also by the agency.
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net utility from action a in state of natureω

Ui = (bi + ω)sia.

Agency. The agency (“it”) similarly cares not only about its private valuation for the policy move,

b > 0, but also about the common good, ω. Normalizing its stake to 1, the agency’s utility

function is:

V = (b + ω)a.

The agency’s ideological bias b may reflect its independence (the bias may be smaller for an

independent agency), the extent to which the administration strives to have a good relation-

ship with Congress, the country’s polarization, and the agency’s top brass’s own preferences. It

is common knowledge that the agency is right-biased, but the magnitude of the bias is private

information. For the parties, the agency’s bias admits smooth distribution G(b), with mean b̄
and full support on (0, bmax), where bmax

≤ +∞.17 When comparing two distributions of par-

tisanship for the agency, we will say that distribution H(b) first-order stochastically dominates

(FOSD) distribution G(b) if H(b) < G(b) for all b > 0: The agency is more partisan under distri-

bution H.

The nature of information. An advocate’s information-collection technology is invariant to the

nature of information; so, the only moving part is how easily the resulting signal can be commu-

nicated. Each advocate i can engage in non-directed search to learn the state of nature18. When

the search is successful, the advocate learns both the true state ω, which is soft information,

and obtains a verifiable signal η of that state19. The signal η is hard information (verifiable by

the agency at no cost)20: it can be concealed, but not falsified. Let F(ω | η) denote the posterior

distribution ofω given η. It has full support for all η. The family F(ω | η) is ranked according to

the monotone-likelihood-ratio property (MLRP): a higher signal is good news about the state of

17For much of the analysis, the asymmetry of information about b is irrelevant, and we will occasionally illustrate
a result through a deterministic bias at b̄. The one result that requires uncertainty about agency preferences is
when we compare success rates, since with a known b, an advocate would always either comment successfully or
not comment if there is an arbitrarily small cost of commenting. In contrast, when not knowing the agency’s bias,
advocate i in general achieves success rates between 0 and 1.

18The analysis can be extended to accommodate flexible information structures such as those associated with
entropy and max-slope functionals.

19There is a single such signal for simplicity.
20One may have in mind for example that ω = η + ϵ, with ϵ ∈ R and E[ϵ | η] = 0, say, where η refers to the

communicable part of knowledge (hard information) and ϵ stands for the less-communicable/tacit-knowledge
part. The hard-information model is a special case of this one with ϵ ≡ 0 and η = ω. The soft-information model
corresponds to η ≡ 0 and ϵ = ω.
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nature.

This representation accommodates the standard models of persuasion:

• Hard information: η = ω , i.e. F(ω | η) = 0 forω < η and F(ω | η) = 1 forω ≥ η .

• Soft information (cheap talk): F(ω | η) = F(ω) for all η .

• Hybrid information. The agency, when receiving signal η from an advocate, can, at cost γ,

learn ω.21 Note that γ = 0 de facto implies hard information and that when γ = +∞, any

message beyond η is soft information. Hybrid information is therefore to be interpreted

as an intermediate case, in which verifying the veracity of information is possible, but

costly.

Acquisition and disclosure of information. Advocate i can privately learn {ω, η}with probability

pi at cost C(pi), where C is smoothly increasing and convex for positive values. Say, C(0) = 0,

and, for pi > 0, C(pi) = c0 + c(pi) where c0 is a fixed cost, and c(pi), a differentiable and strictly

increasing and convex function satisfies c′(0) = 0 and c(1) = +∞ (guaranteeing an interior

solution when the advocate acquires information22).

While ω in itself is soft information, the signal η can be disclosed to, and costlessly verified by

the agency. The hard part of advocate i’s comment is therefore either the absence of hard report,

ri = ∅, when uninformed, and ri ∈ {η,∅} when informed. A disclosure by advocate i is more

broadly a pair of hard and soft communications {ri, âi}, where âi ∈ {0,∅, 1} is a recommended

action (∅ is then the absence of soft recommendation). “Not commenting” will refer to the

complete absence of communication {ri = ∅, âi = ∅}.

Definition (soft recommendations)

(i) We will restrict recommendation strategies when informed to be “consistent” or “plainspo-

ken” in that agency obedience of the recommendation benefits the sender: âi = 1 if bi + ω > 0,
and âi = 0 if bi + ω < 0.

(ii) A recommendation âi ∈ {0, 1} is said to be pro-attitudinal (resp., counter-attitudinal) if bi(âi−

1
2 ) > 0 (resp., bi(âi −

1
2 ) < 0).

To clarify with respect to (ii), consider the case of a Republican-leaning agency evaluating

21For example by learning ϵ in the additive caseω = η + ϵ.
22For expositional convenience, we will more broadly assume that c(1) is sufficiently high that the solution is

interior even when c(1) < +∞ (as is the case for, say, a quadratic cost function). Note also that this framework
accommodates the standard binary-search model in which only two levels of information, 0 and p, are possible:
let c(p̃) = 0 if p̃ ≤ p , and c(p̃) = +∞ if p̃ > p.
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a rule change a = 1 and a Democratic advocate commenting on this. A pro-attitudinal rec-

ommendation on the part of the Democratic advocate would be a comment opposing the rule,

âL = 0. A counter-attitudinal recommendation on the part of the Democratic advocate would

be one supporting the rule change, âL = 1.

Timing. The timing goes as follows:

1. The agency issues an NPRM.

2. The advocates, i ∈ {L,R}, privately collect information, and may comment ({ri, âi} ,

{∅,∅}) or not ({ri, âi} = {∅,∅}).

3. Observing the comments (or their absence), the agency chooses a ∈ {0, 1}.

The model is thus explicitly designed around selection into commenting by firms. We assume

that there is an arbitrarily small cost of commenting, that is of disclosing η or/and of making

a recommendation âi in {0, 1}. An advocate therefore does not comment unless this strictly

increases the advocate’s expected utility (in particular, unless the comment has strictly positive

probability of changing the agency’s decision).

Equilibrium. Regardless of the nature of information, we will look for a pure-strategy equilib-

rium in which: (i) recommendations, if any, are consistent, and (ii) the agency follows its initial

instinct when receiving no comment: a∅ = 1, where a∅ denotes the agency’s default choice of

action when none of the advocates comments.

We will show that such an equilibrium always exists; intuitively, the absence of comment by

opponents to the reform should comfort the agency with pursuing its initial plan. This equi-

librium may, but need not be unique. All supplemental material and proofs are available in

Appendix A.

2.2 Hard information

2.2.1 Equilibrium

Assume hard information (η = ω). We first describe an equilibrium in which: (i) the agency

selects a = 1 when receiving no information (as it would were information acquisition very

costly, e.g., c0 high), (ii) only advocate L, namely the side that objects to the agency’s decision,

reports hard information, and (iii) there is no recommendation (soft communication). This
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implies that efforts to acquire information satisfy:

p∗L > p∗R = 0.

Because the agency selects a∅ = 1 when receiving no comment, advocate L comments when

potentially pivotal, i.e., when learning state ω < 0, implying that: (i) she wants to alter the

agency’s decision (bL + ω < 0), and (ii) reporting alters the decision with strictly positive prob-

ability (namely, when b is small enough that b + ω < 0). Commenting is then pro-attitudinal.

The optimal search by advocate L is such that her marginal cost of information acquisition is

equal to her marginal benefit, namely the advocate’s net gain when her information overturns

the agency’s decision:

c′(p∗L) = vL ≡ Eb

[∫
−b

−∞

[−(bL + ω)sL]dF(ω)
]
, (1)

where vL denotes L’s value of information23. To complete the demonstration that this indeed

is an equilibrium, we need to check that a∅ = 1, that there is no scope for cheap talk, and that

advocate R does not collect information:

Default decision. Given that p∗L > 0, receiving no comment from advocate L shifts the agency’s

posterior distribution of ω to the right24, reinforcing its preference for a = 1 (that is, b + ω∅,

where ω∅ ≡ E[ω | ∅] > 0). So aØ = 1 is indeed the default option. The game exhibits “(uni-

lateral) expectation conformity”25, meaning that being expected to acquire information raises

a player’s incentive to acquire information.

No scope for cheap talk. Let us, first, show that the possibility of hard communication crowds

out soft communication. Suppose that advocate L has learned the state of nature. She reports

ω when favorable (ω < 0). She would also want to recommend âL = 0, although not report

23The elasticity of commenting to the left-side’s stake in this one-sided-commenting equilibrium is therefore
equal to:

dp∗L/p
∗

L

dsL/sL
=

C′(p∗L)
p∗LC′′(p∗L)

.

For instance, the elasticity is equal to 1 in the quadratic-cost case. For the elasticity to be less than 1, the cost
function must be more convex that the quadratic one.

24More formally, letting M+(ω) ≡ E[ω̃ | ω̃ > ω] denote the lower-tail-truncated mean, the posterior mean of ω
conditional on not receiving information,ω∅, is given by:

ω∅ =
p∗L[1 − F(0]M+(0)

1 − p∗LF(0)
> 0

and so b + ω∅ > 0 for all b.
25See Pavan and Tirole (2024).
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ω, when ω > 0 and bL + ω < 0. But in the absence of hard evidence, the agency infers that

ω is positive if advocate L indeed has information, and sticks with the default decision. Thus,

there is no scope for soft communication by advocate L. A similar reasoning would also apply

to advocate R. Further, there is no scope either for a cheap-talk announcement by the agency

of the realized value of b 26. Intuitively, the agency, regardless its of ideology, gains from the

advocate collecting more information; thus, there cannot be any signaling of the agency’s type.

One-sided commenting. For this one-sided-commenting equilibrium to exist, advocate L, but

not advocate R, must invest in information acquisition. Define (by analogy with vL) R’s value of

information as:

vR ≡ Eb

[∫ min{−b,−bR}

−∞

[−(bR + ω)sR]dF(ω)
]
,

implying that vR is a decreasing function of bR and is smaller than vL provided that sR ≤ sL.

Existence of the “L-advocacy-only” equilibrium requires when C(pi) = c0 + c(pi):

maxpL{pLvL − c(pL)} ≥ c0 ≥ maxpR{pR(1 − p∗L)vR − c(pR)}. (2)

In a symmetric environment (i.e., with equal stakes sL = sR = s, intensities of bias bL + bR = 0,

and identical cost functions, as we assumed), the left term in (2) exceeds the right term for

different reasons:

• Status-quo bias. First, there is a status-quo bias in favor of advocate R. The agency will go

ahead with the proposed rule in the absence of information (a∅ = 1). So, acquiring infor-

mation serves to reverse the decision from a = 1 to a = 0 and because bR > bL, the right-

side advocate has less incentive to search for information. In particular, if the distribution

of b were to put all the weight on values above bR, then vL − vR = Eb[F(−b)](bR − bL)s].

26Consider a message m giving rise to posterior beliefs Ĝ(m) and thereby search intensity p∗L(m).When of type b,
the agency would choose message m so as to solve

maxm{(1 − p∗L(m))b + p∗L(m)
∫ +∞

−b

(b + ω)dF(ω)}

The derivative of the maximand with respect to p∗L(m) is equal to
∫
−b

−∞
[−(b + ω)]dF(ω) > 0 : As is natural, the

agency is better off with more information. The cross-derivative of the maximand with respect to p∗L(m) and b is
equal to 0. And so there is no sorting condition. Intuitively, all types would like to pretend they have the lowest
possible bias (0 here), signaling that they are most receptive to left-side comments. The low types gain more from
more information than the high types, as they will make more use of that information. However, the common
preference for pretending to be receptive precludes any separation.
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• Different intensities of commenting. Second, when advocate R turns out to be more ex-

tremist than the agency (bR > b), he makes little use of the information he receives. Be-

cause the lower bound of the support of G is 0, we have vL − vR > [EbF(−b)](bR − bL)s.27

• Redundancy. Third, and endogenously, advocate R is disincentivized from searching, as

his search may duplicate advocate L’s own search (this redundancy is captured by the

term (1 − p∗L)). Despite the divergence of preferences between advocates, the common-

good parameter ω confers in part a public-good flavor to the information-acquisition

game. Unlike the first two effects, which unambiguously favor information acquisition

by the L advocate, expectation conformity is an expectational feature and depends on

who is expected to acquire information in equilibrium.

More generally, as long as sL ≥ sR, there exists an equilibrium with p∗L > p∗R ≥ 0. We therefore

make from now on an assumption so that the natural proclivity of the opposing group to dis-

close more (or be the only one to disclose) hard information not be reversed by a much higher

stake for the same-side group:

Assumption. sL ≥ sR.

Success rate. The success rate of advocate L’s comments is advocate’s bias- and stake-independent:

σ =
p∗L

∫ bmax

0
F(−b)dG(b)

p∗LF(0)
∈ (0, 1).

Because F(−b) is a decreasing function of b, a FOSD increase in the agency’s bias (i.e., a more

partisan agency) reduces the success rate.

Equilibrium uniqueness. The case in which c0 exceeds L’s upper bound on her benefit of advo-

cacy (p∗LvL−c(p∗L)) is uninteresting: There is no information collection at all and no commenting,

and the agency accordingly selects according to its prior: a ≡ 1. We will henceforth assume that

p∗LvL − c(p∗L) ≥ c0. When c0 is small in contrast, the right inequality in condition (2) is violated,

and there can be an equilibrium in which R (also) acquires information.

Note, though, that if

c0 > maxpR{pRvR − c(pR)}, (3)

a condition that is stronger than the right-hand-side condition in (2), then, given aØ = 1, search-

ing for information is a dominated strategy for advocate R, and so an equilibrium with aØ = 1

27Note that vL − vR = [EbF(−b)](bR − bL)s +
∫ bR

0 dG(b)
∫
−b

−bR
[−(bR + ω)s]dF(ω).
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and advocate R commenting does not exist. Appendix A Supplement A characterizes the vari-

ous equilibria, including the possibility that aØ = 0 , if the equilibrium is not unique.

Proposition 2.1. (Hard information)

Under hard information:

(i) Equilibrium. If p∗LvL − c(p∗L) ≥ c0 ≥ maxpR{pR(1 − p∗L)vR − c(pR)}, there exists an equilibrium

in which only the opposite side comments (p∗L>p∗R = 0). That is, there is no jousting for influence

between the majority and the opposition. Comments are pro-attitudinal.

(ii) Success rate. In this equilibrium, the success rate σ is lower than 1 and independent of the

advocate’s stake, si, and bias, bi. It decreases with the agency’s bias (in the sense of FOSD).

(iii) Uniqueness. If furthermore c0 > maxpR{pRvR − c(pR)}, the equilibrium described in (i) is

the unique equilibrium with aØ = 1. More generally, when the marginal cost of information

acquisition is large, so that the probabilities of discovering hard evidence are small, and/or the

agency is very partisan (in the sense of FOSD shifts in the distribution G(b)), an equilibrium with

comments from advocate R does not exist.

Remark. The analysis accommodates the presence of multiple advocates on the same side,

with different degrees or partisanship and different stakes. Appendix A Supplement B solves for

equilibrium and shows in particular that Proposition 1 (ii) (equal success rates) carries over to

this more general environment.

Finally, Appendix A, Supplement C explores in detail the implications for our framework of

endogenizing the proposed rule and of explicitly modeling pre-NPRM influence. It assumes

that the agency incurs an opportunity cost for each NPRM, and therefore may be loath to en-

gage in a process if its expected payoff is too small. Advocate R then gains by nudging the

agency, i.e., by bringing some information, making it worthwhile for the agency to initiate the

process. Advocate L in contrast comments on the proposed rule. We direct to this theoretical

supplement the reader interested in modeling this antecedent phase of the rulemaking process.

2.3 Soft information

Suppose now that the information on ω is entirely soft: The signal η cannot be verified by the

agency (equivalently it has no informational content), and so advocates can only recommend

an action. To illustrate the working of the model in this cheap talk environment, we focus on a

deterministic b for expositional conciseness, setting b = b̄ > 0.
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We look for a pure-strategy equilibrium. Advocate i ∈ {L,R} acquires information (with the

same technology as in the hard-information model), and can either recommend an action

âi ∈ {0, 1}, or not comment (∅). As we will see, the outcome is qualitatively very different un-

der cheap talk. Intuitively, under hard information, an advocate brings evidence to support

her case. Under soft information, the message is much more likely to be effective if counter-

attitudinal, i.e., if it “surprises” the agency: either advocate L recommends âL = 1 or advocate

R recommends âR = 0.

2.3.1 The single-advocate case

The case of a single advocate will underlie the analysis of the multiple-sender case. We inves-

tigate whether the advocate’s message can be informative. For that, we look for an informative

(non-babbling) pure-strategy equilibrium with default action aØ = 1. Suppose therefore that

there are two recommendations, leading to actions a = 0 and a = 1 respectively. Through-

out the entire section, we will posit that c0 is not too large, so that a player will collect some

information when having a stake in doing so.

L-advocate. Suppose that communication is effective and so consider the two messages, âL = 0
and Ø, that lead the agency to choose a = 0 and a = 1, respectively28. Because the default

action is aØ = 1 and the only information collector is advocate L, the latter does not comment if

bL+ω > 0, and recommends âL = 0 if either bL+ω < 0 or she has not acquired any information

(as bL < 0). Because advocate L′s recommendation of action a = 0 is rubber-stamped by the

agency, her incentive to get informed is to avoid inaction when she actually would benefit from

reform. Hence, advocate L′s equilibrium probability of information acquisition, pL = p̂L, solves:

max
pL

{
pL

[∫ +∞

−bL

(bL + ω)sLdF(ω)
]
− C(pL)

}
. (4)

An informative communication requires message âL = 0 to be obeyed by the agency, or

b̄ +
p̂L

∫
−bL

−∞
ωdF(ω)

1 − p̂L[1 − F(−bL)]
< 0. (5)

From (4), advocate L’s incentive to acquire information is meager, as the advocate gains only

if ω > −bL > 0. Condition (5) and b̄ > 0 imply that informative messages from advocate L are

28Recall that under a vanishingly small cost of commenting, the advocate selects not to comment rather than
sending the non-pivotal recommendation âL = 1.
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unlikely to be feasible, especially if the marginal cost of information acquisition is large (p̂L low)

or if advocate L is quite partisan (bL low).

R-advocate. Let us now perform the same exercise with advocate R as the only advocate, and

an informative equilibrium with two messages, âR = 0 and Ø. The previous reasoning in this

case has advocate R not comment when either he is uniformed (as bR > 0) or he is informed

that bR + ω > 0, and, provided that the recommendation overturns the planned decision, to

recommend âR = 0 when informed that bR + ω < 0. The agency selects a = 1 in the absence of

comment (as b̄ + pR

∫ +∞
−bR
ωdF(ω)/[1 − pRF(−bR)] > 0 for any pR). When âR = 0, obedience by

the agency requires that, letting M−(ω) ≡ E[ω̃ | ω̃ ≤ ω] denote the upper-tail-truncated mean,

b̄ +M−(−bR) < 0. (6)

pR = p̂R then solves

max
pR

{
pR

∫
−bR

−∞

(bR + ω)sRdF(ω) − C(pR)
}
. (7)

Condition (6), unlike condition (5) is a relatively weak condition; in particular, it is always sat-

isfied when the agency is not more partisan than the interest group: b̄ ≤ bR. The comparison

between (5) and (6) is instructive: The presence of p̂L in the first and the absence of p̂R in the

second comes from the fact that advocate R has no incentive to mislead the agency when unin-

formed. Hence, advocate R is trusted more (he recommends against the status-quo only when

informed) and so is more likely to inform the agency. This suggests that counter-attitudinal

messages by the same-side interest group are more likely in the two-advocate case, to which we

now turn.

2.3.2 Multiple advocates: The location of activism

Assume now that both advocates can collect information. After acquiring information (with

probability pi for advocate i ∈ {L,R}) advocates simultaneously send messages âi ∈ {0,∅, 1}
and the agency then selects action a(âL, âR) ∈ {0, 1}29.

Proposition 2.2. (Soft information)

The single-advocate informative equilibria are equilibria of the two-advocate cheap-talk game

under the following conditions:

• Counter-attitudinal communication by advocate R exists under a weak condition, (6), that

29The babbling equilibrium has a(âL, âR) = 1 for all {âL, âR}, pL = pR = 0 and âL = âR = ∅.
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is always satisfied for bR ≥ b̄ or, when bR < b̄, for b̄ +M−(−bR) < 0 , provided that (5) is

violated.

• Counter-attitudinal communication by advocate L requires a strong condition, (5), that

cannot be satisfied for instance with a high marginal cost of information acquisition or

when the left advocate is very partisan. Such communication may not exist even if (5)

is satisfied, as information collection by advocate R may reduce her incentives to collect

information and thereby damage her credibility.

Proposition 2.2 demonstrates the difference in nature between hard and soft information. In-

formation is naturally collected by the opposition advocate under hard information and by the

majority advocate under soft information. Ignoring the babbling equilibrium, are there other

equilibria? Appendix A Supplement D shows there may exist another possible non-babbling

equilibrium. Like for the equilibrium involving counter-attitudinal communication by advo-

cate L, very strong conditions must prevail for this equilibrium to exist, though.

Foreshadowing our empirical analysis, when comparing the implications of the two classes of

models, empirical discriminating moments in the data arise from who is more likely to com-

ment and who is successful in changing policy. The theory identifies several such moments.

First, in hard information environments, commenters with a bias opposite to the agency’s should

communicate, while in cheap talk aligned commenters should communicate more. Second, in

hard information environments, comments should be pro-attitudinal, while in cheap talk com-

ments should be counter-attitudinal. Third, under hard information, the identity of the sender

should not matter for success (hard information speaks for itself, irrespective of who brings it to

the agency), while trust and identity matter under soft information (for example, commenters

with bias similar to the agency are trusted more). This is illustrated in Table 1.

Table 1: Some Discriminating Theoretical Predictions

Hard information Soft information

Who comments? Opposite-bias advocate Same-bias advocate

Nature of comment Pro-attitudinal Counter-attitudinal

Influence of congruence in bias on success rate Congruence-independent success rate Congruence-dependent success rate

Finally, we can show that other implications of our setting, including an equilibrium success

rate less than one, independence of success rates from the stake of the sender, and absence of

jousting for influence in both hard (per Proposition 2.1) and soft information models.
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2.4 Hybrid information

We have seen that hard information overwhelmingly generates pro-attitudinal comments from

the parties, but has little scope for trust to matter (facts speak for themselves). In contrast, soft

information is conducive to counter-attitudinal comments and emphasizes the role of trust, as

measured by the congruence in bias between advocate and agency. In either case, comments do

not call for assessments by the agency. Under hard information, a comment may fail to trigger

a new decision because the latter would go against the agency’s preferences, not because the

agency questions the validity of the comment. Soft information is by definition unverifiable. In

this sense, there is no scope for agency review of the comments under either paradigm, negating

the widespread concern for agency-ex-post moral hazard, which figures prominently in NPRM

institutions. This suggests considering the more general framework of hybrid information. As

stated in Subsection 2.1, let F(ω | η) denote the agency’s distribution over the state of nature

when receiving hard signal η, and γ denote the agency’s cost of learning the full state of nature

when already knowing η (in contrast, the agency’s cost of collecting information from scratch is

prohibitive).

We look for an equilibrium in which: (i) as in the hard-information case, only advocate L searches

for information in equilibrium, (ii) the agency picks aØ = 1 when no hard signal η is disclosed.

Despite the presence of soft information, we offer no scope for pure cheap talk; the idea is re-

lated to the standard unraveling argument: An advocate cannot have influence unless it can

convince the agency that it has information, which requires disclosing η.30

While an advocate knows the state of nature when acquiring it, the agency can, when con-

fronted with signal η:

1. Rubber-stamp without checking, in the sense of doing what advocate L desires (a = 0),

2. Review at cost γ and then choose a according to the realization of the state of nature (b +
ω ≷ 0 ),

3. Fail to be receptive to advocate L’s attempt to influence policy (chooses the status quo

a = 1).

30The reader may be concerned that the hybrid model does not nest cheap talk as a limit case. Note, though, that
even when η is hardly informative, disclosing ηmay stand for the recommendation that the agency disposes of the
reform (saying implicitly bi + ω < 0), while the absence of comment suggests going ahead with it. In a sense, the
advocate in equilibrium must provide at least a narrative, even if this narrative has limited informational content.
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Advocate L does not comment (here, reveal the realization of η) unless:

bL + ω < 0.

A comment from advocate L thus reveals that ω < −bL. Realizations of ω between −b and −bL

represent the extent of the conflict of interest between the agency and L (agency prefers a = 1,

while L prefers a = 031). Interestingly, what matters for the agency is not only the signal that

is being transmitted (as under hard information), but also who transmitted it (as under soft in-

formation); in that sense, the hybrid model combines features of the hard and soft information

paradigms. Let

F̂(ω | η, bL) ≡
F(ω | η)

F(−bL | η)

denote the agency’s posterior distribution, with support (−∞,−bL), conditional on signal η and

the fact that advocate L revealed η. The function F̂(ω | η, bL) is decreasing in η (due to MLRP)

and increasing in bL. Because the distribution of ω is right-tail-truncated, the posterior mean

of ω in the absence of a comment satisfies ω∅ > 0 and so b + ω∅ > 0 for all b; hence a∅(b) = 1
for all b.

Suppose that advocate L reveals η. The agency’s payoffs to its three strategies, given distribution

F̂, are:

• Nonreceptivity (agency does not review/evaluate and chooses a = 1):

V1(η; bL, b) =
∫
−bL

−∞

(b + ω)dF̂(ω | η, bL).

• Rubber-stamping following the comment (agency does not review and picks a = 0):

V0(η; bL, b) = 0.

• Review (agency pays γ and chooses a = 1 iff b + ω > 0):

Ve(η; bL, b) =
∫
−bL

−b
(b + ω)dF̂(ω | η, bL) − γ = b − bL −

∫
−bL

−b
F̂(ω | η, bL)dω − γ.

31Forω < −b instead both agency and L prefer a = 0.
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To reduce the number of cases under consideration, we make weak assumptions on the im-

pact of extreme values of the signal on these payoffs: for all {bL, b},(i) limη→−∞{V1(η; bL, b) −
V0(η; bL, b)} < 0 (for very low signals, rubber-stamping dominates reforming); (ii) limη→+∞{V1(η; bL, b)−
V0(η; bL, b)} > 0 (for very high signals, reforming dominates rubber-stamping); (iii) limη→−∞F̂(−b |
η, bL) = 1 (almost all of the weight in the distribution ofω is on low values for very low signals);

(iv) limη→+∞
F(ω|η,bL)

F(−bL|η,bL) = 0 for ω < −bL (for very high signals, the posterior distribution puts the

weight close to the highest possible state of natureω = −bL).

Proposition 2.3. (Hybrid information)

The net benefits from skepticism, V1−Ve (ignoring rather than reviewing), and Ve−V0 (reviewing

rather than rubber-stamping), decrease in bL and increase in b and η.

(i) Strength of the narrative. There exist η1(bL, b) ≤ η2(bL, b) such that (a) the agency rubber-

stamps and picks a = 0 for η < η1(bL, b), (b) the agency reviews if η1(bL, b) < η < η2(bL, b), (c)

ignores the comment for η > η2(bL, b). The review region (b) exists (η1(bL, b) < η2(bL, b)) if and

only if γ < γ̄ ≡
∫
−bL

−b
(b + ω)dF̂(ω | η♯, bL), where η♯ is defined by V1(η♯; bL, b) = V0(η♯; bL, b).

(ii) Advocate’s partisanship. The thresholds η1(bL, b) and η2(bL, b) increase as advocate L becomes

more moderate (as bL increases).

(iii) Agency’s partisanship. The thresholds η1(bL, b) and η2(bL, b) decrease as the agency becomes

more partisan (b increases).

(iv) Success rate. The L advocate’s comment success rate decreases with η (the signal is less favor-

able to the L cause).

Proposition 2.3 first observes that the agency is more friendly to a comment by advocate L,

the more moderate the advocate and the agency, and the more favorable the signal is to the

advocate’s cause. The subsequent results draw the implications of these observations. Part (i)

states that a stronger narrative (a lower η) is more likely to convince the agency, or at least to

induce it to investigate. Part (ii) implies that a more moderate advocate is more likely to induce

rubber-stamping when a thorough review would have taken place, or to induce such a review

when the narrative would have been dismissed without further ado. Similarly, an increase in

agency partisanship reduces the probability of rubber-stamping; part (iii) shows that a more

partisan agency is less prone to rubber-stamp and more prone to just ignore the signal. Finally,

part (iv) notes that a higher signal hurts the L cause32.

32We conjecture that, like in the soft information case, advocate L’s expected success rate is an increasing func-
tion of bL: a more moderate advocate’s comments are accepted more often. Starting from distribution H(η), let
Ĥ(η, bL) denote the distribution conditional on bL ; it is increasing in bL. The overall success rate for an advocate of
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The rest of the analysis is very similar to that in the hard-information case. First, we must verify

that aØ = 1. This is slightly more involved than in the hard-information case. Here advocate

L may not comment even though ω < 0 . Indeed, we have made an assumption guaranteeing

that E[ω | ω < −bL, η] > 0 for η large enough. So, the absence of comment may coincide with

a state in which advocate L would prefer a = 0, but the narrative η is so favorable to R that

L has no hope to bring the agency on board. Nonetheless, advocate L never comments when

bL + ω > 0 , and may comment (for lower η ) when bL + ω < 0. Thus, conditionally on being

informed and not commenting, the expectation ofω is strictly positive. As this expectation is 0

when uninformed, then the expectation of b +ω is strictly positive in the absence of comment,

for all b ≥ 0. We thus have verified that aØ = 1.

Second, we can again follow the analysis of the hard-information case and find conditions un-

der which advocate R does not acquire information, and (stricter) conditions under which the

equilibrium above is the unique equilibrium. Letting vL and vR denote advocates L and R’s val-

ues of information33, the condition for commenting by advocate L only is: maxpL{pLvL−c(pL)} ≥
c0 ≥ maxpR{pRvR − c(pR)}.

To conclude, in terms of empirical predictions, the hybrid model accommodates a mixture

of hard and soft information predictions as originally listed in Table 1. The effectiveness of mes-

sages is determined by the couple
{
bi, η

}
and therefore the hybrid model allows for hard infor-

mation being part of the comment, but it also introduces a role for advocate identity and trust

in determining which messages change agency policy. The hybrid variant of the framework fur-

ther allows for both pro-attitudinal and for counter-attitudinal messages and for success rates

of comments depending directly on the bias (moderate or extreme) and type (opposite or same

type bL is therefore: σ(bL) = Eb[Ĥ(η1(bL, b), bL)+
∫ η2(bL,b)

η1(bL,b) σe(bL, b | η)dĤ(η, bL)], where σe(bL, b | η) = Pr(b+ω < 0 |

bL + ω < 0). The functions Ĥ(η, bL), η1(bL, b) and η2(bL, b) are increasing in bL, and that σe(bL, b | η) is decreasing
in bL and decreases with η . An increase in bL indices a shift in composition (the rubberstamping region -success
rate 1- expands to the detriment of the examination region -success rate between 0 and 1- and the latter expands
to the detriment of the nonreceptivity region-success rate 0-), that by itself increases the overall success rate.

33Letting Eη[.] denote the expectation relative to the prior distribution of η (if H denotes this distribution of η,

F(ω) =
∫

F(ω | η)]dH(η)), and generalizing the previous expression,

vL ≡ Eb[Eη[
∫ η1

−∞

∫
−bL

−∞

[−(bL + ω)sL]dF(ω | η)] +
∫ η2

η1

∫
−b

−∞

[−(bL + ω)sL]dF(ω | η)]].

Similarly,

vR ≡ Eb[Eη[
∫ η1

−∞

∫
−bR

−∞

[−(bR + ω)sR]dF(ω | η)] +
∫ η2

η1

∫ min{−b,−bR}

−∞

[−(bR + ω)sR]dF(ω | η)]].

Again, vR < vL provided that sR ≤ sL.
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bias as the agency) of the advocate. In Section 4 we show that the empirical regularities found

in the US rulemaking process most closely align with these predictions.

3 Institutional setting, data, and measurement

3.1 Institutional setting

We begin by providing a short overview of the process of rulemaking in the United States. While

our theory is broader than this specific application, all our evidence will come from the US

environment and therefore by necessity we focus on it. Notice that this subsection is not de-

signed to be an exhaustive review from the Administrative Law perspective34, but rather is an

incomplete primer, useful to the reader lacking immediate familiarity with this important area

of government function.

In the US, substantial amount of legislative activity is not performed directly by Congress,

but delegated via the APA of 1946 to agencies which perform two fundamental quasi-legislative

functions35: formal and informal rulemaking.36 The terms “formal” and “informal” are some-

what of a misnomer, as both are highly formalized processes. Formal rulemaking is a form of

rule making involving a quasi-judicial procedure, including trial-like hearings, testimony, cross

examination, etc. It is costly and typically used by agencies only if Congress explicitly specifies

that this type of process is needed for a specific rule.

Informal rulemaking, which is the subject of our empirical analysis, is the modal form of

rulemaking across US federal agencies. It is based on a notice-and-comment structure, where

agencies formulate a proposed rulemaking, publish such proposal on the Federal Register (in-

cluding sufficient details and a rationale for the rule), open a comment period to receive com-

ments from the public, and then decide (without obligation of incorporating comments) which

comments to accept (changing the rule/policy accordingly). A revised and final version of the

rule appears on the Federal Register (FR) and updates the Code of Federal Regulations (CFR).37

The final rule includes a preamble, where significant and relevant comments raised by the pub-

lic must be discussed, as per APA requirement.

34Mashaw and Merrill (1985).
35In the words of Croley (1995), “rulemaking is the most important device federal agencies use to specify, clarify,

and refine Congress’ work-product –in short to finish the task of legislating.” (p.1512).
36Such agencies perform also functions of formal and informal adjudication under the APA, but we do not ad-

dress these quasi-judicial activities here.
37The Code of Federal Regulations is a codification of the rules and regulations issued by all US federal agencies.

It contains the rules implementing laws passed by Congress.
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Importantly, differently from US federal lobbying of Congress or the Executive branch(Bombardini

and Trebbi, 2020), rulemaking allows the researcher to retrace the subject matter of the com-

munication, the issues/arguments raised by the commenter, whether the request made in the

comment is accepted or not, and the rationale for the rule change or its rejection.

3.2 Data sources

Our raw data comes from two sources: official rulemaking documents published in the FR, and

public comments submitted to federal regulators on the government website Regulations.gov.

The FR is the official publication for US federal rulemaking. All rules, proposed rules, and

related notices are published in daily issues. Our sample of rules consists of all rules published

from the beginning of 2008 to the end of 2022, a total of 16,079 documents. We collect the

full text of these rules from XML format files38 along with cleaned document metadata for all

federal register documents available on the FR website API 39. We also collect Unified Agenda

data in XML format from reginfo.gov. The Unified Agenda records agencies planned rulemak-

ing activities each year in a format that groups related proposed and final rules. Our code for

downloading, parsing, and combining rulemaking documents from these sources is available

as an open-source Python package40.

We collect comments from Regulations.gov, the main site used by US federal agencies to

manage their public comments. Regulations.gov was launched in January 2003 as a common

platform for comment management. Agencies gradually adopted the platform over several

years. By 2008, 86% of all calls for comments published in the FR included a link to Regula-

tions.gov. We use the Regulations.gov API to collect all comments submitted from 2008-2022.

In our analysis, we focus on comments submitted to the set of agencies that were using Regula-

tions.gov by 2010. This gives us an initial sample of 8.5 million comment documents submitted

to 87 agencies and covering 82% of all calls for comments published in the FR from 2008-2022.

On Regulations.gov, a comment consists of a text-entry field, optional fields where comment

submitters can enter authorship information, any number of attached files, and some simple

metadata tracking basic information, such as the submission date and docket ID. Most com-

ments can be broken into two broad types: short comments submitted by individuals who write

a message to the agency using the text entry field, and sophisticated comments written as for-

mal letters and submitted as an attachment (usually PDF, but sometimes Word documents or

38https://www.govinfo.gov/bulkdata/FR
39see: https://www.federalregister.gov/reader-aids/developer-resources
40https://github.com/bradhackinen/frdocs
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other file formats). We use the Tika Parser with OCR to extract text from all attachments, skip-

ping the occasional attachment with an unusual file type. We further process both the text from

the submission field and all attachments by splitting it into paragraphs, and using simple pat-

tern matching rules to separate body text from extraneous text such as addresses, salutations,

page numbers, and signature blocks. Our code for collecting comments, extracting, and pre-

processing the raw text is available as another open-source Python package41.

The linking of comments to rules requires two stages. In the first stage, we match FR docu-

ments to their copies on Regulations.gov based on available metadata (title, FR document num-

ber, citation), and full text when necessary. This gives us a mapping from Regulations.gov com-

ment IDs to consistent FR document IDs for the documents containing the calls for comments.

The second stage is to link FR documents together, so that comments linked to a proposed rule

can be inferred to be relevant for a rule published at a later date. We use a mix of techniques,

relying on Unified Agenda identifiers where possible, and then matching based on docket ID,

title, topic similarity, and the sections of the CFR each rule is expected to modify. In our final

linked data we find that more than 90% of comments linked to a rule are indeed relevant for

that rule.

3.3 Measuring agency responses

Under the APA, US federal regulators are required to respond to public comments submitted

during the rulemaking process. These responses must appear in the preamble of the final rule

published in the FR 42. We parse all rules published from 2008-2022 to construct a complete

record of US federal regulator’s responses to comments.

The main challenge with parsing these responses is that they can appear in a variety of for-

mats. Agencies have a responsibility to make the responses clear, and many rules have an ex-

plicitly labeled section where comments are discussed, with a list of point-by-point replies to

each narrow issue raised by commenters. A typical “response” consists of a brief summary of

the issue (e.g. “Several commenters were concerned that....”) and then the agency’s response

in the next paragraph (e.g. “We agree....and therefore ...”). However, the exact formatting of

these responses varies from rule to rule, and in some rules responses are written in a much less

structured way, or even integrated into the general plain language explanation of the rule. To

overcome this challenge, we trained several flexible natural language classifiers to identify re-

41https://github.com/bradhackinen/regcomments
42"After consideration of the relevant matter presented, the agency shall incorporate in the rules adopted a con-

cise general statement of their basis and purpose." (5 U.S.C. §§ 553(c))
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sponse boundaries and contents using manually annotated paragraphs from rule documents.

We began by sampling short sequences of paragraphs (up to 11 paragraphs long) from the

preambles of 2,269 rules, selected to maximize the diversity of agencies and years represented

in the sample. The full training set contains 21,989 paragraphs. We hired a small team of law

students from the University of Western Ontario to read the sampled text from each rule and

provide paragraph-level annotations indicating whether each paragraph is part of a response,

which paragraphs should be grouped together in the case of responses that extended over mul-

tiple paragraphs, and whether the agency indicated making a policy change in the response.

The precise instructions given to the research assistants are presented in Appendix E. For the

variable indicating whether the agency made a policy change we had multiple law students re-

view each paragraph, and then used GPT-4 to review the same data, allowing an experienced

law student to choose between GPT-4 and the initial manual annotations in the cases where

the two disagreed. We also experimented with using GPT-4 to generate additional labels to ex-

tend our training data and found that adding GPT-4 labeled data was helpful in increasing the

accuracy of the classifier for this task. For a subset of the rule paragraph sample, we also had

a law student indicate if the response addressed a single or multiple commenters and the de-

gree of disagreement between commenters that the agency was addressing (according to the

agency’s description in the response). The degree of opposition was initially coded on a 5-point

Likert scale, but we simplified the final labels to three categories to make the task easier for the

automatic classifier.

With manually annotated training data in hand, we fine-tuned several RoBERTa-base models

for text classification (Liu et al. (2019); Raffel et al. (2020)).43 Our first model is trained to detect

the boundaries of responses in the preamble text of rules. The model takes a single rule para-

graph as input, plus the nearest preceding non-bullet/non-list paragraph additional context.

We train the model to classify each paragraph as the beginning of a response, a continuation of

a response, or a non-response paragraph (the most frequent category). To extract responses at

scale, we use the trained model to classify every paragraph in our sample of rules and extract

responses using the predicted labels.

Table 3 gives several measures of accuracy for our response extraction procedure measured

43These models are small predecessors of today’s LLMs. They are much more computationally efficient, but are
still capable of giving very good performance on simple classification tasks with appropriate training data. The
main limitation of these models is their relatively short context length of 512 tokens, or about 380 words, meaning
that our classification models need to make their inferences based on fairly short chunks of input text, based
on a rule of thumb of 4 characters per token and 4 tokens per 3 words of English text suggested by OpenAI. See
https://platform.openai.com/tokenizer .https://platform.openai.com/tokenizer For cases where the input text is
too long, we truncate from the middle, retaining the beginning and end of the text.
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against a manually coded test set. The first row reports the F1 score –a metric indicating how

well a model identifies true positives while minimizing both false positives and false negatives–

for individual paragraphs extracted from the rule, the second row gives a “fuzzy” F1 score com-

puted at the response level, which awards partial precision and recall scores according to the

fraction of the paragraphs that overlap between the true and predicted responses, and the third

row gives a “strict” F1 score where extractions are only counted as true positives if the extracted

response contains exactly the same paragraphs as the manually coded response. The second

column gives the equivalent measures, but only counting the “R” paragraphs where the ac-

tual response (change or no change) occurs. The test results show that our algorithm performs

well at extracting response paragraphs accurately (F1=0.88), but sometimes groups paragraphs

incorrectly leading to a lower strict F1 score. The intermediate fuzzy F1 scores show that the

responses are mostly correct if we account for partial matches, particularly when we focus on

the most important paragraphs in the response.

Table 2: Response Extraction Accuracy

Measure All Paragraphs "R" Paragraphs Only

Paragraph F1 0.88 0.86
Fuzzy Response F1 0.73 0.83
Strict Response F1 0.57 0.74

After responses are extracted, we use three additional classifiers to determine response-level

variables indicating whether there was a policy change, the number of commenters (single or

multiple), and the degree of alignment between commenters indicated in the response (single

side, multiple sides, opposing sides). These classifiers take an entire response as input and pro-

duce a prediction about the response characteristics. This is a straightforward text classification

task, and our large training samples give us very high accuracy, particularly on identifying pol-

icy changes (F1=0.93) and distinguishing between single and multiple commenters (F1=0.96).

These scores are similar to individual human RAs (who make occasional errors).

Table 3: Response Classification Accuracy

Classifier Labels NGold NGPT NVal Macro F1 Accuracy

Any Change Y/N 3157 5940 631 0.93 0.94
Multiple Commenters Y/N 3902 0 780 0.96 0.96
Multiple Sides single/multiple/opposing 1935 0 387 0.75 0.79
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3.4 Scoring comment success

We quantify outcomes for individual commenters by linking each comment to specific responses.

The goal is to identify, for each response, the set of comments that the agency is responding too.

This could be a single comment, many similar comments, or many different comments that all

raise the same issue in different ways somewhere in the comment text. It is therefore a challeng-

ing text retrieval task. We developed a hybrid approach. First, we split comments into roughly

paragraph-length chunks of text and estimate comment chunk-response level similarity scores

using another RoBERTa model that is trained to place chunks of comment text and response text

into a common embedding space (Xing et al. (2023)). We then take these similarity scores, along

with key features of the comment, rule, and response (including the total number of comments

linked to the rule, the mean and max similarity scores for that rule, and whether the response

addresses a single commenter or the number of sides), and use a sample of manually labeled

comment-response pairs to fit a penalized logistic regression that predicts the probability that

a given comment chunk should be matched to a given response. Comment-response pairs are

then assigned the maximum match probability across the text chunks within the comment.

These comment-response match probabilities work well for rules with a relatively small num-

ber of comments. However, for rules with thousands of comments the accuracy falls and the

probabilities tend to be less differentiated and less informative. So as a final step, we augmented

our data by using Open AI’s GPT-4o-mini model to detect if a comment is being discussed in a

response. The GPT-4o-mini context size is large enough that most comments can be included

in their entirety without chunking, and while the model still makes some mistakes, the error

rate is much lower than the match probabilities when the match probabilities are close to 0.5.

We collected GPT-4o-mini data for all comment-response pairs with match probabilities be-

tween 0.3 and 0.7, asking the model to assign a score between 1-5 indicating the quality of the

match, which we normalize to another 0-1 score. We compute a final matching score putting

2/3rds weight on the GPT-4o-mini data where available, and 1/3rd weight on the original match

probability (which still contains useful information), and link a comment to a response if the

final score is greater than 0.5.

Figure 1 shows the results of an end-to-end accuracy test for three key comment-level out-

come measures. To run this test we selected 100 random rules with 1-20 responses, and selected

one of the comments linked to each rule. We had RAs manually replicate our entire scoring

pipeline by reading through the original comment and rule documents and identifying which

responses addressed the comment, and which of those responses included a policy change. The

x-axes of the three plots show our main predicted measures: the number of responses linked to
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a comment, the number of changes linked to a comment, and the fraction of linked responses

with a policy change. The y-axis of each plot shows the average value coded by the RAs for each

comment. Accuracy is generally high.

Figure 1: End-to-end Comment Outcome Scoring Accuracy

3.5 Identifying commenters

We further track individual commenting organizations across multiple rules as well as link or-

ganization commenters to other data including lobbying records, Compustat financial infor-

mation, and DIME ideology scores.44 To do so, we need to extract authorship information from

comments and then link organizations across comments and to organization identifiers. Au-

thorship information on Regulations.gov is often incomplete. Some commenting organizations

are identified in an explicit metadata field, but this field is often blank or misleading (for exam-

ple, identifying only one of several authors, or listing an affiliated organization, such as a school

or place of work that we do not want to attribute as an author). Organization names can also

appear in comment title fields (depending on how the agency formats these), though this is

not consistent either. In general, the only way to be certain of authorship is to look at the con-

tent of the comment itself, which may require parsing text extracted from a PDF. Commenters

often identify themselves in the first paragraph of the comment, or include organization infor-

mation in the signature block at the end of the comment. In our experience, modern LLMs

can easily identify comment authors with fairly high accuracy (comparable to human RAs),

but using these models to extract authorship information for millions of comments would be

prohibitively expensive. Instead, we rely on light-weight RoBERTa model-based classifiers to

efficiently extract, classify and link organization authors. Specifically, we break the task of iden-

44We focus on identifying organizations that can be considered authors of the comment either because the
comment is explicitly written on behalf of the organization or because the one of the comment authors has a
senior/leadership role in the organization.
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tifying authors in each comment into four steps: 1) Extract organization names, 2) Identify the

role of organizations as authors, affiliations or other reasons for being mentioned, 3) Classify

the type of organization that wrote the comment. At each stage, we used GPT-4 to generate

thousands of labeled examples to use as training data, and then fine-tuned a RoBERTa model

to complete the narrow task. After training, our light-weight classifiers achieve similar accuracy

to GPT-4, with F1 scores of 0.95 on name extraction, 0.96 on role classification, and a macro

F1 score of 0.83 on organization type classification on held out test sets of GPT-4 labeled data.

The prompts used to generate the training and test data are available in Appendix F. In the fi-

nal data, we identify organization comments as those that include organization names where

the organizations are classified as authors. We attribute organization types based on the modal

comment-level organization type classification.

Linking authorship information across comments and linking comment authors to external

data requires one final linking step. We use a custom name-matching algorithm that is trained

on a combination of names from lobbying filings cleaned by the Center for Responsive Politics

(opensecrets.org), a nonpartisan non-profit focused on electoral transparency, with additional

manual cleaning and some GPT-4 labeled data45. The algorithm takes all raw name strings from

all our organization comments and external data files, embeds them into a common space, and

uses a variant of agglomerative clustering to find groups of names that refer to the same orga-

nization. The most common string in each group (by occurrences) is assigned as the unique

organization identifier.

4 Rulemaking: Six Stylized Facts

This section explores the content of the comments, the overall responsiveness of regulatory

agencies in terms of policy change (i.e. adoption of a comment or rejection), the degree of

explicit opposition between commenters on a rule, the degree of concentration of influence

among small groups of organizations, the role of alignment with the agency in determining

commenting behavior and outcomes, of ideology/bias, and of organization size. At least to the

degree of generality at which we report them, the empirical regularities in this section are novel

to the literature and useful to provide a set of relevant stylized facts to the reader interested in

rulemaking.

A further goal is to build this set of regularities with an eye to our theoretical framework

and ultimately to help separate among hard, soft and hybrid information models. While not

45See https://github.com/bradhackinen/nama
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all results reported are individually discriminant across theories, and we make no attempt at

structurally estimating the model, overall our results are consistent with a mixture of both hard

and soft information in US rulemaking. Additional ancillary stylized facts, of lesser pertinence

to the theory, are available in Appendix B.

Fact 1. Comments on regulations tend to be negative. 75% of comment letters express opposi-

tion to the proposed rule and 90% want at least one change made to the proposed rule.

We begin with an important feature of our equilibrium. Recall that the agency follows its

initial instinct when receiving no comment and it chooses action a∅ = 1, with a∅ being the

agency’s default choice of action, when none of the advocates comments. In our theory most

comments should therefore aim at inducing action a = 0, countering the proposed rule. This is

also what we see in the data.

Most comment letters present some common features. First, comment letters are predomi-

nantly submitted by individuals and organizations who are critical of the proposed rule. Using

our automatic classifiers, we find that 75% of comments contain at least one paragraph where

the advocate expresses opposition to the proposed rule, while only 29% of comment letters

contain an expression of support. Sophisticated comment letters give more detailed feedback

and argumentation, sometimes supporting certain features of the proposed rule and express-

ing opposition to others. Second, almost all commenters –even those broadly supportive of the

proposed rule– request at least one specific policy change or raise a concern that would require

making changes to the proposed rule to address. With our automatic classifiers, we find that

only about 10% of comment letters express support without also raising a single concern or

requesting a change.
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Figure 2: Comment Letter Counts by Sentiment

Figure 2 shows the number of comment letters in our linked sample broken down according to their general
sentiment and whether they request a specific change or raise a more general concern about the proposed rule.
Sentiment detection is done at the paragraph-level and then aggregated up to the whole letter: “Only Oppose”
means that the comment letter contains at least one text paragraph expressing opposition to the proposed rule and
no paragraphs expressing support. “Only Support” means that the comment letter contains at least one paragraph
expressing support for the proposed rule and no paragraphs expressing opposition. “Mixed” means that the letter
contains both paragraphs expressing support and paragraphs expressing opposition. “Neutral” means that no
clear supportive or opposition language was detected anywhere in the letter.

Fact 2. A sizable share of comments contains detailed, verifiable information. 35% of com-

ment letters authored by organizations are at least 2 pages long, and 40% of these longer com-

ments contain citations/links to independent sources.

Comment letters vary widely in length and sophistication. At one end of the spectrum are

short statements where citizens express support –or more often opposition– to the proposed

rule with little additional information, very much alike the âi ∈ {0, 1} recommendations dis-

cussed in Section 2.3. At the other end of the spectrum are long, carefully researched comment

letters presenting exhaustive scientific and legal analysis, closely resembling the hard infor-

mation, verifiable ηmessages discussed in Section 2.2. These more sophisticated letters often

contain multiple separate comments about the proposed rule, each with different supporting

arguments and evidence.

We measure two simple characteristics of comment letters to quantify this pattern. Panel

A of figure 3 shows the quantity of organization comments in different length categories. Even

among organization-authored comments, most comments are short –less than a page in length,

where each “page” is measured as 3000 characters of body text. Roughly 35% of organization

comments are two or more pages long. Very long comments (50 pages or more) exist, but are

infrequent. Panel B shows the fraction of organization-authored comment letters in each cate-
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gory where we detect at least one citation to an independent and verifiable source. Examples of

these verifiable sources are published academic articles, privately sponsored scientific studies,

and white papers produced by think tank organizations. The fraction of comments including

one such a citation is very strongly related to comment length: very short comments rarely

contain verifiable citations, but very long comments almost always do. The rate at which com-

ment include some variant of hard information in the sense discussed in Section 2.2 therefore

varies, but for comments above 2-5 pages of length this share is above 25% (per Panel B of figure

3). Data for comment letters written by individuals, as opposed to organizations, look similar,

except that these documents are much shorter on average46.

Figure 3: Comment Letter Lengths and Citation Rates

Figure 3 panel A shows the number of comments with organization authors broken down by number of pages,
where one “page” is measured as 3000 characters of body text. Body text paragraphs are de-duplicated before
measuring total character count. Panel B shows the fraction of comments in each bin where we detect at least one
citation or link to an independent, verifiable source.

Fact 3. Agencies receive requests for change by both sides of the political spectrum. For or-

ganizations with ideological data, only 55% of comments requesting change come from organi-

zations that are ideologically opposed to the administration.

In the US, agency heads are appointed by the president and the president has the power to

set the regulatory agenda. This means that the ideological congruence between an organiza-

tion and the current administration can be an important factor in determining who partici-

pates and how much influence an advocate has over the rulemaking process.47 Recall further

4695% of comments from individuals are less than one page long. However, citation rates are similar between
comments from organizations and individuals for comments of the same length.

47Regulated "insiders" are seen as generally opposed to more regulation and also highly influential in the pre-
proposal stage (before comments are solicited, , consistent with Appendix A, Supplement C), while public interest
"outsiders" benefit from the transparency of the notice and comment process–if they can overcome the challenge
of becoming sufficiently informed to comment effectively (Wagner et al. 2011). However, who is an "insider" and
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that, as discussed in Table 1, the hard information model predicts opposite-bias advocates, i.e.

political opponents sending comments to agencies, while soft information predicts same-bias

advocates. A hybrid information model, in principle, allows for both types, but Section 2.4 also

shows that conditions for opposite-bias advocates (as in the hard information case) are more

easily satisfied.

In order to map the data to our theoretical model, we link each commenting organization

to the DIME database Bonica (2016), which provides "CF" ideology scores (Campaign Finance

scores) for a wide range of organizations. CF scores are constructed by inferring the political

alignment of an organization based on its campaign contributions to political candidates. An

organization that donates exclusively to mainstream Democratic candidates would have a CF

score of -1, while an organization that donates exclusively to mainstream Republican candi-

dates would have a CF score of 1. Organizations that donate to both parties have a scores closer

to 0, while organizations that donate to extreme candidates can have scores outside the range

of -1 to 1. We report this information in Figure 4.

We find that commenting organizations are ideologically diverse, with a range of scores from

far left (less than -1) to far right (greater than 1). The distribution of advocates’ CF scores is

bimodal, with a large peak around 0.5 (the “center-right”) and a smaller peak closer to -1 (the

“left”)48. Importantly this mixture holds even within administration, suggesting that neither

pure hard information nor pure soft information frameworks can rationalize the entirety of the

data.

who is an "outsider" may depend on the administration in power.
48At the risk of over-simplification, organizations on the center-right tend to be business interests, while the left

peak corresponds to a cluster of left-leaning non-profit organizations (See figure 7 ).
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Figure 4: Distribution of CF Scores Associated with Linked Comments

Figure 4 shows the distribution of CF scores associated with linked comments under Democrat and Repub-
lican administrations. In these distributions, each observation corresponds to a single comment, identified as a
unique organization-response pair where the text of the response implies the commenters to want policy change.
The CF scores come from the DIME database (Bonica, 2016), linked to comment authors by organization name.
Comments are labeled “pro-attitudinal” if the organization’s CF score has the same opposite sign as the part of the
president and “counter-attitudinal” otherwise.

Table 1 is predictive of the fraction of comments that are “pro-attitudinal” versus “counter-

attitudinal” under different informational theories. An example of a pro-attitudinal comment

is one from an advocate on the left asking for change to a rule proposed under a Republican

administration, or an advocate on the right asking for a change under a Democratic adminis-

tration. These types of comments are “expected” (specifically by the agency receiving them),

while “counter-attitudinal” cases where an advocate asks for a change in a rule proposed under

an aligned administration might be somewhat more surprising. Table 1 lists several predic-

tions. Under a Republican president, hard information models predict pro-attitudinal com-

ments and opposite-bias advocates (that is, Democratic commenters advocating against the

rule change), while under a Democratic president, hard information models would predict

Republican commenters advocating against the rule change. Under a Republican president,

soft information models would predict counter-attitudinal comments and same-bias advocates

(that is, Republican commenters advocating against rule changes), while under Democratic

administrations, soft information models would predict Democratic commenters advocating

against rule changes.

Figure 4 illustrates the distribution of organization ideologies associated with comments re-

questing change under Democratic and under Republican administrations separately. It shows

that slightly more than half (55%) of comments are pro-attitudinal in nature, while 45% of com-

35



ments are counter-attitudinal –a mixture of types. As discussed in Section 2.4, these mixtures

are plausible under the hybrid information model, where both verifiable messages and soft

communication happen in equilibrium (and communication can be verified). Pure hard and

soft information models are only consistent with one of the two subsets of the data, but not

both.

Fact 4. Politically aligned advocates have higher influence. When organizations are politically

aligned with the president, they comment 15% less often, they are twice as likely to express support

for a proposed rule, and have 20% higher commenting success rate when they choose to comment.

We now explore how commenting outcomes vary according to ideology, and in particular,

to the ideological congruence between commenting organization and the presidential admin-

istration. Recall that Section 2.3 discusses explicitly how information is naturally collected by

opposition advocates (i.e. not aligned with the president) under hard information and by the

majority advocate (i.e. aligned with the president) under soft information.

To examine the relationship between commenting outcomes and alignment, we perform a

regression-based decomposition exercise. Our analysis starts from the fact that the total num-

ber of changes linked to a commenter is proportional to the number of rules for which it sub-

mits comments (the commenting rate), times the number of responses per rule (the response

rate), times the fraction of those responses that include a policy change conditional on receiving

a response (the success rate):

Total Changes = (Rule Count)︸         ︷︷         ︸
"Commenting Rate"

×

(
Response Count

Rule Count

)
︸                 ︷︷                 ︸

"Response Rate"

×

(
Change Count

Response Count

)
︸                 ︷︷                 ︸

"Success Rate"

(8)

We conduct this decomposition exercise to break down the variation in linked changes into dif-

ferences in the number of rules an organization comments on, amount of text submitted per

rule, the number of responses an organization receives per unit of text, and the fraction of re-

sponses that include a change, focusing on the responses where commenters want a change to

the rule. We interpret the last fraction as a “success rate” that corresponds to the probability of a

regulator changing their action in response to a comment in our theoretical model.49 Appendix

49This interpretation rests on two assumptions. First, we assume that any policy change described in a linked
response is an indication that the organization achieved its goal. We believe this is reasonable in the vast majority
of cases. Exceptions include cases where responses address multiple commenters with different goals, or where
the response is incorrectly classified as making a change. However, both of these cases are relatively uncommon
in the data.

Second, and more challenging, we must assume that the count of responses linked to the organization where
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B shows in its additional stylized facts that success rates hover on average around 20%, but with

substantial heterogeneity depending on agency.

We use four separate Poisson regressions50 to estimate the elasticity of each outcome with

respect to the alignment between the organization and the administration, which we measure

as the interaction between the CF score and a dummy variable indicating that the presidential

administration is Republican:

log
(
Total Changesit

)
= β1CFi × Rt + µi + µt + εit (9)

log (Rule Countit) = β2CFi × Rt + µi + µt + εit (10)

log (Response Countitr) = β3CFi × Rt + µi + µt + εitr (11)

log
(
Change Countitr

)
= β4CFi × Rt + log (Response Countir) + µi + µt + εitr (12)

Total Changesit is the total number of changes linked to firm i in year t, and Rule Countit is

the number of rules that firm i commented on in year t. CFi is the CF score of i, Rt is a dummy

variable indicating that the presidential administration is Republican. We include organiza-

tion and year fixed effects in all regressions, µi, µt. The structure of these regressions has some

features in common with a difference-in-differences model where right-leaning organizations

under a Republican president are the treatment group. Constant differences between organi-

zations are absorbed by the organization fixed effects. Differences between administrations are

absorbed by the year fixed effects. The remaining variation in outcomes is driven by differences

in the differences between outcomes for left and right-leaning organizations as the party of the

administration changes. The specification makes the assumption that the treatment effect is

constant over time, but we believe this is a reasonable compromise given the small number of

complete presidential terms available in our data (for our sample covering 2008-2022, we are

missing the first three years of the Bush administration and the last two years of the Biden ad-

ministration). Asymmetries between increasing and decreasing alignment cannot be identified

we detect any commenter wanting change is a reasonable estimate of the number of requests for change in the
focal organization’s comment letter. This is assumption is reasonable if a) we have linked comments to responses
with high enough accuracy, and b) agencies reliably address all requests for change in the comments. In terms of
accuracy, we believe we have achieved high enough linking accuracy to extract meaningful differences between
outcomes for different organizations. This is based partly on results on test data (see section 3.4), and partly based
on the fact that we see sensible results for regressions where we have a strong prior about the expected relation-
ships (such as seeing more responses linked to larger firms). The question of whether agencies address every
request for change is harder to verify in the raw data and would involve counting requests in the comment text
itself, which is a difficult NLP task.

50We choose Poisson regression because it can estimate accurate log-log relationships in count data with zeros.
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because of the year fixed effects. Therefore, each β can be interpreted as the (multiplicative) ef-

fect on that occurs when a right-leaning organization with a CF score of 1 experiences a switch

from an Democratic to a Republican administration, or equivalently, the effect that occurs when

a left-leaning organization with a CF score of -1 experiences a switch from a Republican admin-

istration to a Democrat administration.

Figure 5 plots the estimated coefficients for each outcome.

Figure 5: Effect of Political Congruence on Commenting Outcomes

Figure 5 shows the results of a decomposition exercise that breaks down the number of changes linked to an
organization into three multiplicative factors: rules per organization (the “Commenting Rate”), responses per rule
(the “Response Rate”), and changes per response (the “Success Rate”). Only responses where commenters want
the rule to change are included in the analysis. Each point shows the estimated coefficient (a semi-elasticity) of this
factor with respect to CF score when the administration changes from a Democrat to Republican president. Pos-
itive values indicate that organizations increase in this factor under an aligned president. The estimation model
assumes linearity in the log effect size as a function of CF score and symmetry between switching from Demo-
crat to Republican and vice versa. All points are estimated conditional on year and organization fixed effects.
The whiskers on each point indicate 95% confidence intervals. Standard errors are clustered by organization in
columns 1-2, and by organization and rule in columns 3-4.

We find that increased political alignment with the administration has a small negative (but

statistically insignificant) effect on the total number of changes linked to an organization. This

small effect masks larger shifts in commenting outcomes that mostly cancel each other out.

Aligned organizations are significantly less likely to comment, and receive fewer responses when

they do. However, they also have higher success rates, obtaining 20% more changes per re-

sponse than organizations with neutral CF scores. This is consistent with soft information per

the discussion in Section 2.3.1. In the case of a Republican administration, advocate R has

no incentive to mislead the agency when uninformed and R is trusted more (he recommends

against the status-quo only when informed). As we see in the data, R is more likely to inform

the agency and induce a change.
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In Figure 6, we can see further that there are differences in the content and sentiment of

comment letters submitted by organizations who are aligned with the administration. Aligned

organizations submit shorter letters, are twice as likely to express only support, and are half

as likely to express only opposition to the rule. Nevertheless, both aligned and non-aligned

organizations have similar rates of requesting at least one change to the rule.

Figure 6: Effect of Political Congruence on Comment Letter Characteristics

Figure 6 shows the results of five separate Poisson regressions of different variables describing comment char-
acteristics on an interaction term between organization CF score and an indicator for whether the current pres-
ident is a Republican. Comment length is measured by summing the length (in characters) of all unique body
paragraphs in documents submitted by one organization for one rule. The outcome variables in columns 2-5
are binary indicators for whether the comment letter contains any citations to external documents, contains an
expression of support for the proposed rule and no expressions of opposition, contains an expression of opposi-
tion to the proposed rule but no expressions of support, or requests a specific policy change. All regressions use
organization-rule level data and include organization and year fixed effects. The whiskers on each point indicate
95% confidence intervals. Standard errors are clustered by organization and rule.

Fact 5. Ideologically moderate advocates have higher influence. Left-leaning nonprofits are

frequent commenters, but industry groups and other center-right organizations have 5-20% higher

success rates when they choose to comment.

While the influence of commenting organizations appears to depend on ideological congru-

ence with the administration, there are also differences in the average level of influence be-

tween organizations across the ideological spectrum. Figure 7 shows the organizations in our

commenting data that have linked CF scores.
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Figure 7: Commenting Success and Ideology

Figure 7 shows all organizations in our data that also appear the DIME database Bonica (2016). Each point rep-
resents one organization, which may be associated with multiple DIME ids if the names are assigned to the same
organization during name matching. The x-axis indicates DIME CF score, a measure of ideology inferred from
patterns of political donations (when multiple DIME scores are linked to an organization we take the mean of all
linked scores). A score of -1 roughly corresponds to the average congressional Democrat, while a score of 1 corre-
sponds to the average congressional Republican. The size of each point indicates the number of responses linked
to each organization through its comments, and the y-axis indicates the policy change “success rate”, defined as
the fraction of responses that include a policy change among all responses linked to the organization where com-
menters want a change. Points are colored according to our own classification of the organizations. The line of
best fit is calculated using a quadratic WLS regression where each organization-level observation is weighted by
its response count. ∗∗∗ indicates statistical significance at the α = 0.01 level using heteroskedasticity-robust (HC3)
standard errors.

Commenting organizations are ideologically diverse, with a range of scores from far left (less

than -1) to far right (greater than 1). Businesses and business groups are frequent commenters

and tend to have moderate CF scores between 0 and 1. Nonprofit advocacy groups are also ac-

tive commenters and tend to have more extreme CF scores, with a large cluster on the left and

a smaller number on the right. The vertical axis indicates each organization’s policy change

“success rate”, a measure of each organization’s ability to persuade agencies to make desired

policy changes (as discussed in section 6). The quadratic line of best fit shows that moderate

and center-right organizations tend to have the highest success rates, while more extreme or-

ganizations have lower success rates.

This finding is supported by our hybrid model. Recall that Proposition 2.3 first observes that

the agency is more friendly to a comment by an advocate, the more moderate the advocate.

Specifically, part (ii) of the proposition implies that a more moderate advocate is more likely to
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induce rubber-stamping when a thorough review would have taken place, or to induce such a

review when the narrative would have been dismissed.

We can also estimate parametric relationships between CF score and the same four influence

measures shown for ideological alignment, using separate quadratic Poisson regressions of the

form:

log
(
Total Changesit

)
= β1CFi + β2CF2

i + µt + εit (13)

log (Rule Countit) = β2CFi + β2CF2
i + µt + εit (14)

log (Response Countitr) = β3CFi + β2CF2
i + µr + εitr (15)

log
(
Change Countitr

)
= β4CFi + β2CF2

i + log (Response Countir) + µr + εitr (16)

Here the third regression uses firm-rule level observations, conditional on the firm com-

menting on the rule. Response Countitr is the number of responses in rule r (published in year

t) linked to firm i where the commenters are described as wanting a change. The final regression

is also at the firm-rule level, but it conditions on the firm receiving at least one response. These

last two regression also include rule-level fixed effects, µr. Figure 8 illustrates the predicted

curves implied by the estimated coefficients in the four equations (see Table 12 in Appendix for

the full regression results).

Figure 8: Ideological Alignment Relative Influence Decomposition

Figure 8 shows predicted Total Changes, Commenting Rates, Response Rates and Success Rates as a function
of organization CF score using separate quadratic Poisson regressions. The peak of each curve is normalized to
1. The first two regressions include year fixed effects, while the latter two include rule fixed effects. The sample
includes all organizations with linked DIME data and at least one comment letter in our sample.

The results show that left-leaning organizations comment on the most rules (per-organization)
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and receive the most responses51. However, center-right organizations tend to have the highest

success rates. As can bee seen visually in Figure 7, organizations in this range tend to be busi-

nesses and business allies. Meanwhile, the cluster of non-profit organizations on the left tends

to have 5-20% lower success rates, depending on how extreme their CF ideology scores are.

Fact 6. Larger advocates comment more, but not with higher success rates. Large public com-

panies comment considerably more (both in terms of number of comment letters filed and in the

length of each comment) than small public companies. However, large companies do not have a

higher policy change success rate, conditional on sending a comment, relative to small compa-

nies.

We explore now whether large organizations are more influential using Compustat data to

compare commenting outcomes for large and small publicly traded firms. Our data allows us

to distinguish between several different stories about how size might related to influence. For

size of a firm, we use various proxies, including number of employees, market value, as well

as total lobbying expenditures by the firm over the 2008-2022 sample period, which is known

to correlate with organization size but also captures additional elements of political influence

(Bombardini and Trebbi, 2020)52. We again separately measure how frequently an organiza-

tion submits comment letters, the number of linked agency responses involving a request for

change, and the fraction of these responses that actually include a policy change.

Figure 9 plots our linked Compustat firms showing the number of responses, overall success

rate (total number of changes divided by total number or responses), and number of employees.

Its clear that large firms comment more and receive more responses. However, the relationship

between firm size and policy change success rate is weak. Firms have a wide range of success

rates, and size explains little of the variation. For example, WPX Energy and Entergy Arkansas,

Inc are of comparable size, but have rates of change of 62% and 4%, respectively. Importantly,

Section 2.2.1 can help rationalize these facts quite naturally. If the agency expects large firms to

comment, then unilateral expectation conformity requires large firms to comment in equilib-

rium, even if their success rate happens to be not higher than for smaller firms. This is simply

because otherwise the agency would interpret their silence as support for the rule (action a = 1).

Further, as information acquisition is costly, small firms simply free ride on the large ones. As it

can be seen, this appears a more benevolent (but surely not exclusive) interpretation relative to

51Note that the vertical position of the curves is not identified because of the rule fixed effects. We normalize the
curves by setting the peak to one, so that they indicate predicted rates relative to the peak predicted rate

52We do not wish to argue that lobbying amount is exogenous to commenting activity, but we include it to check if
firms that invest in more lobbying (usually larger, highly regulated firms) have systematically different commenting
outcomes relative to firms that spend little on lobbyists.
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Stiglerian capture theory with respect to large firms.

Figure 9: Commenting Success and Firm Size

Figure 9 shows all business organizations in our data that also appear in Compustat data on publicly traded
firms. Each point represents one organization, which may aggregate multiple Compustat GVKEYs if the compustat
firms are assigned to the same organization during name matching. The x-axis indicates the average number of
employees for the 2008-2022 period. The size of each point indicates the number of responses linked to each
organization through its comments, and the y-axis indicates the fraction of linked responses that include a policy
change, focusing on the set of responses where commenters want a policy change. The line of best fit is calculated
using a linear WLS regression where each organization-level observation is weighted by its response count. ∗∗

indicates statistical significance at the α = 0.05 level using heteroskedasticity-robust (HC3) standard errors.

We are particularly interested in how response and success rates vary with size after account-

ing for selection into commenting on certain rules. In other words, we wish to measure whether,

on the same rule, a small firm and a large firm tend to achieve the same outcomes when they

comment. Size si also plays a role in our model, for example as explicitly discussed in in Propo-

sition 2.1, part (ii). In the hard information model, characteristics of the advocate like si do not

influence the agency beyond the verifiable information η.

We estimate conditional elasticities corresponding to each of these terms with respect to firm

size using four separate Poisson regressions:
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log
(
Total Changesit

)
= β1 log (Firm Sizeit) + µt + εit (17)

log (Rule Countit) = β2 log (Firm Sizeit) + µt + εit (18)

log (Response Countitr) = β3 log (Firm Sizeit) + µr + εitr (19)

log
(
Change Countitr

)
= β4 log (Firm Sizeit) + log (Response Countitr) + µr + εitr (20)

The first two regressions use data that has been aggregated to the firm-year level. We omit

firm-year observations for which no firm size information is available (for example, if the firm

did not exist). µt indicates year fixed effects. The coefficient on the log (Response Countitr) in

the last regression is constrained to one, so that β4 measures the elasticity of the ratio of changes

per response with respect to firm size (a Poisson rate regression).

Figure 10: Firm Size Influence Decomposition

Figure 10 shows the results of a decomposition exercise that breaks down the number of changes linked to a
firm into three multiplicative factors: rules per firm (the “Commenting Rate”), responses per rule (the “Response
Rate”), and changes per response (the “Success Rate”). Only responses where commenters want the rule to change
are included in the analysis. Each point shows the estimated elasticity of this factor with respect to differences in
firm size, as measured by employees, market value, and total expenditures on lobbying firms over the 2008-2022
period. In the cases where multiple compustat GVKEYs are linked to the same organization name, we compute
organization-level firm size as the sum of the sizes associated with the linked GVKEYs. Columns 1-2 are estimated
using aggregated firm-year level counts with year fixed effects, while columns 3-4 are estimated at the firm-rule
level conditioning on rule fixed effects. The whiskers on each point indicate 95% confidence intervals. Standard
errors are clustered by firm in columns 1-2, and by firm and rule in columns 3-5.

Figure 10 shows the estimated β1, ..., β4 elasticities using three different measures of firm size

(full regression tables are available in Appendix C). Large firms are linked to many more policy

changes than small firms. On average, a firm that has 10% higher market value with have 4%

more linked changes. However, differences between small and large firms are driven almost
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entirely by differences in the number of comments submitted. We see this in the high elas-

ticity of the commenting rate (indicating more comment letters submitted by large firms) and

the positive elasticity on the response rate, indicating that each comment letter contains more

substantive requests that the agency needs to address. Another striking fact in Figure 10 is that

when conditioning on rule fixed effects, the elasticity of the success rate with respect to firm

size is less than 0.01 for all measures of firm size, including lobbing expenditures. This is, how-

ever, not inconsistent with our theory. As mentioned above, lack of sensitivity of success rates

to firm size is discussed in our Proposition 2.1, part (ii).

We finally explore how firm size correlates with comment characteristics, including its sen-

timent. We run organization-rule level Poisson regressions and estimate the relationship be-

tween organization size and comment length, whether the comment contains any citations to

verifiable sources, whether the letter contains only support for the proposed rule, or only ex-

presses opposition, and whether the letter contains any requests for specific changes.53 Each

coefficient is estimated with a separate regression of the form:

log(yitr) = β log (Firm Sizeit) + µr + εitr (21)

where yitr is the given outcome variable for firm i commenting on rule r that was published in

year t.

We find that large firms write longer letters and are more likely to include citations to ver-

ifiable sources (a proxy for hard information). Large firms are also less likely to express only

opposition to the proposed rule, though they have similar rates of expressing only support, and

similar probability of requesting at least one specific change. These results suggest that large

firms write more detailed and sophisticated comments than small firms –making it all the more

surprising that they have similar success as smaller firms on a per-response basis.

53Here we define a firm’s “comment letter” as the set of all unique paragraphs linked to that firm by authorship.
This means that comments co-authored by two firms will appear twice, but duplicated comment letters linked to
the same firm will only appear once.
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Figure 11: Firm Size and Comment Letter Characteristics

Figure 11 shows the results of 15 separate Poisson regressions of five different variables describing comment
letter characteristics on three different measures of firm size. Comment length is measured by summing the length
(in characters) of all unique body paragraphs in documents submitted by one organization for one rule. The out-
come variables in columns 2-5 are binary indicators for whether the comment letter contains any citations to
external documents, contains an expression of support for the proposed rule and no expressions of opposition,
contains an expression of opposition to the proposed rule but no expressions of support, or requests a specific
policy change. All regressions use firm-rule level data and include rule fixed effects. The whiskers on each point
indicate 95% confidence intervals. Standard errors are clustered by firm and rule.

5 Conclusions

This paper investigates theoretically and empirically the process of rulemaking. The goal of

the article is provide a new perspective on this important area of quasi-legislative government

intervention, where both robust theoretical guidance and general stylized facts are still sparse.

We first present a theoretical model of rulemaking. Based on the predictions of this frame-

work, we investigate whether theories of hard versus soft information have higher explanatory

power when compared to a set of empirical regularities that we uncover, using data from the

United States. We show that theories which present an hybrid (soft-hard) structure align better

with the data. Both pure hard information and pure soft information models fail to capture a

number of important stylized facts about the process of notice-and-comment regulation. Hard

information is part of the process of public commenting: comments contain verifiable informa-

tion and messages are often pro-attitudinal. Yet advocate influence also depends on political

position and alignment with the administration of the advocate, suggesting also a role for soft

information and cheap talk.

Future research should build on the analysis presented in this paper to assess the welfare

consequences of public commenting and to identify if our results have external validity in other
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regulatory contexts, such as, for example, the European Commission public consultation pro-

cess.
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A Supplements to the theory

Supplement A. Characterization of equilibria in hard-information game

Suppose aØ = 1. Because min{−b,−bR} < −b for all b, the sets of states of nature for which the

two advocates’ collections of information impact the agency’s decision are nested. Let

α ≡
1
vL

Eb[
∫ min{−b,−bR}

−∞

[−(bL + ω)sR]dF(ω)].

Note that α ∈ (0, 1] and α = 1 iff bR ≤ b for all b. The gain from collecting information is(
1 − αpR

)
pLvL − c(pL) − c0,

for advocate L and

(1 − pL)pRvR − c(pR) − c0,

for advocate R. There are three possible equilibria:

1. L advocacy: p∗L = (c′)−1(vL) > 0 and p∗R = 0, when

p∗LvL − c(p∗L) ≥ c0 ≥ max
pR

(1 − p∗L)pRvR − c(pR).

2. Two-sided advocacy: p∗L, p
∗

R > 0 solve:

c′(pL) =
(
1 − αpR

)
vL,

c′(pR) = (1 − pL)vR,

and satisfy

c0 ≤
(
1 − αp∗R

)
p∗LvL − c(p∗L),

c0 ≤ (1 − p∗L)p∗RvR − c(p∗R).

Multiple pairs of admissible (p∗L, p
∗

R) may exist in this case, always including one with p∗L >
p∗R whenever sL ≥ sR.
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3. R advocacy: p∗R = (c′)−1(vR) > 0 and p∗L = 0, when

p∗RvR − c(p∗R) ≥ c0 ≥ max
pL

(1 − αp∗R)pLvL − c(pL).

Supplement B. Multiple advocates on the same side.

Collective action problem. There are nL interest groups on the left and nR interest groups on the

right. Interest groups/advocates are indexed by i, that determines both the size {si}i∈{1,...,nL} and

the bias {bi}i∈{1,...,nL} of the group54. Preferences of group i are given by:

Ui = (bi + ω)sia.

All interest groups have the same cost function C(pi). We let I and J denote the subset of interest

groups that are active in searching and commenting, on the left- and right- sides, respectively;

i ∈ I ∪ J if and only if pi > 0 . We assume that the interest groups act independently: they

search and comment simultaneously55. This implies that multiple interest groups may issue

the same (successful or unsuccessful) comment concomitantly. We must therefore distinguish

a “successful” comment (the agency’s decision goes in the direction of the comment) from a

“pivotal” one, which coincides with a successful one only if only one advocate on the same side

comments56.

We look for an equilibrium in which only left-leaning groups comment (I , ∅ while J = ∅);

having also information acquisition by some large right-wing interest groups would not alter

the equal-success-rate result below. All comment when there is a positive probability that the

comment will be impactful, i.e, whenω < 0. As earlier, the agency selects aØ = 1 when receiving

no information: b + ω∅ > 0 as the expected value ω∅ in the absence of comment is (strictly)

positive when only left-side interest groups search. While the right-side advocates do not search

54For instance, suppose there is a unit carbon tax τ , that the agency is thinking of removing (or decreasing or not
enforcing). Industry i ’s stake is then τsi where si captures the production size, or the industry’s emissions intensity,
or else the farms’ crop choice.

55Whether interest groups lobby independently or in coordination depends on the extent of their common inter-
est (Bombardini-Trebbi 2012). We here analyze the subgame that unfolds once the structure of lobbying has been
determined.

56This distinction already arises with one interest group on each side, when advocates L and R both collect
information.
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(under an assumption that generalizes (2)), left advocate i, when active57, solves:

maxpi{pi(1 − p−i)vi − c(pi)} ⇒ c′(pi) = (1 − p−i)vi, (22)

where p−i denotes the probability that the other active left-side interest groups find the infor-

mation:

1 − p−i ≡ Xi′,i(1 − pi′),

and vi is i’s expected partisanship-adjusted value from issuing a successful comment. Let

vi ≡

∫ +∞

0

∫
−b

−∞

[−(bi + ω)si]dF(ω)dG(b).

Then for i ∈ I ,

maxpi{pi(1 − p−i)vi − c(pi)} ≥ c0, (23)

while the weak inequality hold reverse if i < I. Moreover, advocates j ∈ {1, ...,nR} do not acquire

information if

c0 ≥ max j∈{1,...,nR}maxp j{p j(1 − pL)v j − c(p j)}, (24)

where

v j ≡

∫ +∞

0

∫
−min{−b,−b j}

−∞

[−(b j + ω)s j]dF(ω)]dG(b).

Proposition A.1. (collective action).

Suppose that information is hard and advocates differ solely through their size and their par-

tisanship; assume further that (23) and (24) are satisfied, so that some left-leaning advocates

comment while right-leaning advocates do not. Then,

(i) the success rates of same-side active advocates are identical,

(ii) the common success rate is smaller, the more biased the agency (in the sense of FOSD).

Proof of Proposition A.1

(i) The probability of a comment by advocate i is equal to the equilibrium probability pi of

57We take an arbitrary equilibrium. If the si and the | bi | are both ranked in decreasing order, it may be natural
to look for an equilibrium in which only the left-side, highest-stakes interest groups (i ∈ {1, ...,m}with m ≤ nL) are
active, i.e., search and possibly comment- there then always exists such an equilibrium. But the properties below
are independent of equilibrium selection.
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finding information times the probability F(0) that the information is favorable to the left-side

cause for a positive measure of bs. The probability that the comment is made and accepted is

piProb(b + ω < 0) = pi

∫ +∞
0

F(−b)dG(b)

Advocate i’s success rate, [pi

∫ +∞
0

F(−b)dG(b)]/[piF(0)], is therefore independent of the interest

group’s stake si.

(ii) Because the probability of being pivotal when informed, F(−b) , is decreasing in b, if H FOSD

G, then
∫ +∞

0
F(−b)dH(b) <

∫ +∞
0

F(−b)dG(b) . ■

Finally, consider the case of two interest groups, i and i′, and suppose that the equilibrium

{pi, pi′} is stable. Then, when si grows, pi′ has to decrease: with two groups, the intuitive property

that an increase in one’s stake crowds out the other interest group’s effort is verified.

Remark: An environment in which success rates are not equalized is when interest groups have

access to different search technologies. Suppose that at cost c(ρi), interest group i receives

a signal ω, that we can take to be the posterior mean, according to symmetric distribution

F(ω;ρi) where ρi is a rotation parameter. The rotation point is 058: Fρ(ω;ρ) > 0 for ω < 0
and Fρ(ω;ρ) < 0 for ω > 0 (and Fρ(0;ρ) ≡ 1/2). Maximum information corresponds to

ρ = +∞ and no information (a spike at 0) to ρ = 0. To fix ideas, consider two interest groups

with precisions ρH > ρL. In comparative statics (there is a single advocate with this preci-

sion), 2
∫ +∞

0
F(−b;ρH)dG(b) > 2

∫ +∞
0

F(−b;ρL)dG(b) , so the interest group has more influence

(a higher success rate) when better informed.

Supplement C. Endogenous NPRMs and pre-NPRM nudges

The new feature in this Section is the existence of an agency opportunity cost κ > 0 of issuing

an NPRM. If κ is not sunk by the agency, the policy remains the initial policy a = 0. If there is an

opportunity cost of issuing an NPRM, one would expect:

• Right-wing advocacy prior to an NPRM, where the right-wing interest group tries to nudge

the agency to issue an NPRM.

• Left-wing advocacy post NPRM as above.

If so, there is de facto two-sided advocacy, but observationally advocacy is one-sided. Intu-

itively, the issuing of an NPRM changes the status-quo from a = 0 to a = 1; the implicit burden

of proof prior to an NPRM is on the right-leaning side. Advocate L economizes by delaying her

58Thus, ρ indexes a mean-preserving spread.
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search process. Once there is an NPRM, the new status-quo is a = 1, shifting the implicit burden

of proof to the left-leaning side. For conciseness only, we assume a known agency bias b̄ > 0.

The case for unknown b and the concomitant self-selection into an NPRM is addressed below.

Suppose (for conciseness) that in the absence of pre-NPRM information, the equilibrium with

left-advocate-commenting-only prevails. An NPRM, once issued, elicits information collection

from advocate L given by c′(p∗L) = vL, where vL =
∫
−b̄

−∞
[−(bL + ω)sL]dF(ω). The agency issues no

NPRM if its opportunity cost exceeds its benefit of eliciting the information through an NPRM:

(1 − p∗L)b̄ + p∗L

∫ +∞

−b

(b̄ + ω)dF(ω) < κ. (25)

To introduce a “nudge” by advocate R, suppose for instance that the agency’s payoff is V =
(b̄ + ω + ξ)a, where ξ = ξ+ > 0 with probability x, and ξ = ξ− with probability 1 − x ; without

loss of generality assume that xξ+ + (1 − x)ξ− = 0. Discovering ξmay or may not be costly. As

earlier, this information can be acquired only by the advocates, L and R, and is, likeω, hard.

Nudge by advocate R. We first look for an equilibrium in which only advocate R discloses signal

ξ+ prior to an NPRM59. Let b̄+ ≡ b̄+ξ+, b+L ≡ bL+ξ+, b+R ≡ bR+ξ+, v+L ≡
∫
−b̄+

−∞
[−(b+L +ω)sL]dF(ω),

and c′(p∗∗L ) ≡ v+L
60. If

(1 − p∗∗L )b̄+ + p∗∗L

∫ +∞

−b+

(b̄+ + ω)dF(ω) > κ, (26)

then advocate R strictly benefits from communicating that ξ = ξ+ prior to the NPRM. The

right-side group then gains (1−p∗∗L )b+RsR+p∗∗L
∫ +∞
−b+

(b+R+ω)sRdF(ω) > 0 from nudging the agency.

Nudge by advocate L. In contrast, advocate L may lose from the disclosure of ξ = ξ+. First, the

cost of information acquisition C(p∗∗L ) is borne entirely by the left advocate: A nudge puts the

burden of proof on the left advocate. Second, let us compare the advocates’ payoffs gross of

information acquisition with and without nudge ξ+.Without nudge the choice is always a = 0.

Whenever the nudge leads to a = 1, advocate R gains bR − bL > 0 more (or loses bR − bL less)

than advocate L when the reform is undertaken. Thus advocate R benefits much more from
59Advocate L then has no incentive to search for information about ξ : either the signal is ξ+ and then it dupli-

cates advocate R’s disclosure, or the signal is ξ− and disclosing it further discourages the issuance of an NPRM.
60Good news about the common good componentω partly reduces the incentive to search for evidence against

the reform: p∗∗L < p∗L . If p∗∗L does not vary too much with ξ+, as when the cost function is very convex- in the extreme
has a kink at p∗L-, the agency benefits from issuing an NPRM whenever it is informed that ξ = ξ+.
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the nudge on two fronts: He does not incur any search cost and it benefits more from induced

policy changes. This yields:

Proposition A.2. (pre-NPRM Nudges).

(i) Advocate R always gains by nudging the agency. Nudging is effective if conditions (4) and (5)

are satisfied.

(ii) The left advocate’s payoff from the NPRM is equal to the right advocate’s payoff

∆ ≡ C(p∗∗L ) + [(1 − p∗∗L ) + p∗∗L [1 − F(−b̄+)][bRsR − bLsL] + p∗∗L [
∫ +∞

−b̄+
ωdF(ω)](sR − sL).

Going back to the issue of self-selection into an NPRM, consider a distribution G(b). Let Ĝ(b |
NPRM) denote the posterior distribution of b given that the agency (which has private infor-

mation about its partisanship) elects to incur opportunity cost κ. An NPRM elicits information

collection from advocate L given by c′(p∗L) = vL, where

vL =

∫ +∞

0
[
∫
−b

−∞

[−(bL + ω)sL]dF(ω)]dĜ(b | NPRM)

The advocate exerts more effort to collect information if it believes that the agency will be a

“good listener”, i.e., that it will not be too partisan. In turn, the agency issues an NPRM if and

only if it is partisan enough to promote change: b ≥ b∗ (and so Ĝ(b | NPRM) = G(b)−G(b∗)
1−G(b∗) for

b ≥ b∗, and = 0 otherwise), where

(1 − p∗L)b∗ + p∗L

∫ +∞

−b∗

(b∗ + ω)dF(ω) = κ

Suppose a wide-enough support for b (say, G(κ) < 1), so that there exists an interior cutoff b∗
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satisfying:

κ = (1 − p∗L)b∗ + p∗L

∫
∞

−b∗
(b∗ + ω)dF(ω)

= b∗ + p∗L

∫
∞

−∞

max{−b∗, ω}dF(ω) ≡ Λ(p∗L, b
∗) > 0

=⇒
∂Λ
∂p∗L
=

∫
∞

−∞

max{−b∗, ω}dF(ω) > 0, and

∂Λ
∂b∗
= 1 − p∗L

∫
−b∗

−∞

dF(ω) = 1 − p∗LF(−b∗) > 0

=⇒
dp∗L
db∗
= −

1 − p∗LF(−b∗)∫
∞

−∞
max{−b∗, ω}dF(ω)

< 0

=⇒
d2p∗L

d(b∗)2 =
( 2F(−b∗)∫
∞

−∞
max{−b∗, ω}dF(ω)

+
p∗L f (−b∗)

1 − p∗LF(−b∗)

)dp∗L
db∗
< 0.

This defines a decreasing and concave function p∗L(b∗) , with p∗L(κ) = 0 and p∗L(0) = κ
(1−F(0))M+(0) .

On the other hand, we have

p∗L = (c′)−1(vL) if this implies c0 ≤ p∗LvL − c(p∗L), = 0 otherwise.

Moreover,

vL =

∫
[−(bL + ω)sL]dF(ω) dG(b

∣∣∣∣b ≥ b∗)

=
1

1 − G(b∗)

∫
∞

b∗

∫
−b

−∞

[−(bL + ω)sL]dF(ω)dG(b)

=

∫
−b∗

−∞

G(−ω) − G(b∗)
1 − G(b∗)

[−(bL + ω)sL]dF(ω).

vL is decreasing in b∗, because what is inside the expectation is decreasing in b∗. This gives

p∗L(b∗) < 1, weakly positive, decreasing with a jump to zero at the value b∗ for which the corre-

sponding vL gives

max
p
{pvL − c(p)} = c0.

Therefore, we have two decreasing functions that may have several intersections. We can also

compute the derivative of the second function using:

dp∗L
db∗
=

sL

c′′(p∗L)
dvL

db∗
≤ 0,

59



where

dvL

db∗
=

g(b∗)
1 − G(b∗)

∫
−b∗

−∞

1 − G(−ω)
1 − G(b∗)

(bL + ω)dF(ω)

=
g(b∗)

1 − G(b∗)

(
vL +

∫
−b∗

−∞

(bL + ω)dF(ω)
)
.

Supplement D. Two-comment equilibrium under soft information

The following can be an equilibrium of the soft information game if c0 is small enough: (a) Ad-

vocate L recommends âL = 0 if ω < −bL, but does not comment when she is uninformed or

informed that ω > −bL . (b) Advocate R recommends âR = 0 if ω < −bR and this recommen-

dation is always followed; otherwise advocate R does not comment. (c) The agency listens to

R if R recommends âR = 0 or if R does not comment and L recommends âL = 0 . (d) a = 1 is

selected if and only if none of the advocates comments.

Suppose that the agency’s type is known and equal to b̄. Let aØ = 1 be the default action. Advo-

cate L , when not knowing the state of nature, is not willing to recommend âL = 0 if:

bL + pR(1 − F(−bR))M+(−bR) ≥ 0.

This holds true if

|bL| ≤
M+(−bR)

1 + 1−pR

pRF(−bR)

.

The agency listens to the L advocate’s (pro-attitudinal) recommendation that âL = 0 if:

b̄ + pRE[ω | −bR < ω < −bL] + (1 − pR)F(−bL)M−(−bL) ≤ 0.

These are strong conditions. The first requires that pR be large. As for the second condition,

suppose e.g. equal biases (bR + bL = 0); the second term is equal to 0. The second condition

requires that pR be small (and this is not sufficient).

Proofs of Propositions

Proof of Proposition 2.2
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Suppose that (6) is satisfied. Does advocate L have an incentive to invest in information ac-

quisition when advocate R acquires information with intensity p̂R and has real authority when

recommending âR = 0? When ω > −bL, advocate L would not comment upon learning the

state of nature, as this would not alter the decision (advocate R then does not comment either,

whether informed or uninformed, and so a = 1). When ω < −bL, advocate L may discover

redundant information when collecting information (this happens with probability p̂R when

ω < −bR). So L’s incentive for information acquisition (and thus p̂L ) is smaller than the value

given by (4). And so advocate L a fortiori has no real authority if (5) is violated. Having no real

authority, advocate L collects no information. Next, suppose that (5) is satisfied. Even so, pro-

vided that advocate R collects information, there is a possible redundancy when ω < −bR and

so L’s incentive to collect information is smaller than as described in equation (6), so that (5)

need no longer be satisfied.■

Proof of Proposition 2.3

Note that (after integration by parts):

V1(η; bL, b) − Ve(η; bL, b) =
∫
−b

−∞

(b + ω)dF̂(ω | η, bL) + γ = −
∫
−b

−∞

F̂(ω | η, bL)dω + γ

is decreasing in bL and increasing in η and b, and so, as the advocate becomes more moderate,

the review region gains at the expense of the region in which the comment is ignored. Note

further (again integrating by parts and using F̂(−bL | η, bL) = 1) that

Ve(η; bL, b) − V0(η; bL, b) =
∫
−bL

−b
(b + ω)dF̂(ω | η, bL)−γ = (b − bL) −

∫
−bL

−b
F̂(ω | η, bL)dω − γ.

Together with MLRP (which, recall, implies that ∂F̂/∂η < 0), this implies that Ve(η; bL, b) −
V0(η; bL, b) and V1(η; bL, b) − Ve(η; bL, b) are increasing in η and b61. Furthermore,

∂(Ve(η; bL, b) − V0(η; bL, b))
∂bL

= −

∫
−bL

−b

∂F̂(ω | η, bL)
∂bL

< 0

We made assumptions guaranteeing that the rubber-stamping and nonreceptivity regions al-

ways exist (for η very low or very high, respectively). In contrast, the review region exists if and

only if γ < γ̄ for some γ̄ > 0. Namely, V1 is increasing in ηwhile V0 is decreasing; they intersect

at η = η♯ such that b + E[ω | ω < −bL, η♯] = 0, and so γ̄ ≡ V1(η♯; bL, b) = V0(η♯; bL, b) . This

yields the value of γ̄ given in the Proposition part (i).

61 ∂
∂b Ve(η; bL, b) = 1 − F̂(−b | η, bL) ≥ 0.
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(iv) Success rate. The success rate is equal to σ0 = 1 when η < η1(bL, b). It is equal to σe(bL, b |
η) = F(−b|η)

F(−bL|η)
if η1(bL, b) < η < η2(bL, b) , and to σ1 = 0 for η > η2(bL, b). Note that σe increases

with bL, decreases with b, and, under the monotone-likelihood-ratio property, decreases with

η. ■

B Supplement to the empirics: Additional stylized facts,

tables, and figures

Fact 7. Agencies are responsive to public comments. On rules with less than a thousand com-

ments, 75% of comment letters receive at least one detailed response. On rules with tens of thou-

sands of comments, the agency response rate falls to 50% for letters from organizations and to

20% for letters from individuals.

Our theory is predicated on the strategic transfer of information from advocates to agencies

in equilibrium. It is uncommon to find direct empirical validation that informational transfer

between the agent and the principal has indeed occurred. For example, in the case of federal

lobbying, the Lobbying Disclosure Act requires no disclosure of the content of messages or of

the response by targeted politicians. In the case of rulemaking, we have direct metrics.

About half of all proposed rules receive a positive number of comments from the public. The

total number is, however, heterogeneous 62 and the distribution of comment letter counts is

skewed: A few salient rules receive hundreds of thousands of comments, with the top 20 rules

accounting for 50% of all comments linked to a rule in our sample. In turn, the number of

agency responses to these comments is much less skewed, with 50% of all responses in our data

occurring in the case of rules that receive fewer than 100 comments. Perhaps unsurprisingly

given these patterns, the probability that a comment receives at least one detailed response

from an agency depends on the total number of comment letters received by the regulator in

the first place. For rule proposals with only a handful of comments, roughly 75% of comments

receive at least one response. Organizations are more likely to receive a response than indi-

viduals, and this gap widens on proposed rules that receive many comments. Overall, one can

interpret the fact that agencies acknowledge comments and engage in a response to advocates,

as corroborating evidence of informational exchange within the NPRM process.

62While roughly half of the rules proposed receives no comment, those are rules of trivial impact or published
as matter of pure procedure –for example, the U.S. Coast Guard must publish a rule every time they establish a
temporary safety zone that regulates activities on the water for a special event.
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Figure 12: Comments and Responses

Figure 12, panel A shows the number of rules in our data broken down by the number of comment letters linked
to the rule. Panel B shows the number of comments linked to rules in each comment letter count bin. Comments
are categorized as coming from organizations if we detect at least one organization author, and the remaining
comments are assumed to be authored by individuals. Panel (C) shows the total number of responses in our data
broken down according to the number of comments linked to the rule. 6% of responses occur in rules with no
linked comments, which reflects failures to find and link the appropriate comments to the rule. Panel D shows the
fraction of comments that are linked to at least one response according to the number of comments linked to the
rule.

Fact 8. Most comments are rejected. Agencies agree to make policy changes in 22% of responses

to comments, with vast heterogeneity across agencies and rules.

Agencies frequently make policy changes in response to comments. Most of these changes

are small, but some are substantial. Common examples of changes include adding, modify-

ing or removing provisions from the proposed rule, changing key definitions, or delaying im-

plementation dates.63 In our data, agencies describe making a policy change in 22% of all re-

sponses. Given the number comments received and responses written by agencies this strikes

as a fairly large rate of change.

The fraction of responses including a policy change varies substantially across rules and

agencies. Figure 13 shows number of comment letters, responses, and fraction of responses

63Estimating the economic significance of each policy change is extremely difficult, and we do not attempt to do
so in this paper. Instead we focus primarily on the count of responses to comments that are included in each rule
and the fraction of these responses where the agency describes making a policy change to address commenter’s
concerns. See (Bombardini et al., 2025) for a discussion.
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with a policy change for all rules published from 2008-2022 that are linked to at least one com-

ment and contain at least one response. The skewed distribution of comments and responses

discussed earlier is clearly visible. Roughly half of rules that receive thousands of comments are

classified as “economically significant” under Executive Order 1286664. We find that rules that

receive many comment letters tend to have a lower fraction of responses with a policy change.

This pattern is robust to controlling for economic significance, the number of proposed rules

published before the final rule, and agency-by-year fixed effects–however, it is primarily driven

by comments from individuals, not comments from organizations (see Table 6 for full regres-

sion results).

Figure 13: Rule Comments and Responses

Figure 15 shows all rules published in the Federal Register from 2008-2022 that are linked to at least one com-
ment in our data and contain at least one response. Each point represents one rule. The x-axis indicates the num-
ber of comment letters (unique Regulations.gov comment IDs) linked to each rule, and the size and opacity of the
point is scaled to indicate the number of responses extracted from the rule using our automated approach. The y-
axis indicates the fraction of responses in the rule for which our automatic classifier detects a policy change. Rules
are classified as “economically significant” under Executive Order 12866 if they “an annual effect on the economy
of $100 million or more” or result in other adverse material effects, or raise important legal issues. The line of best
fit is calculated using a WLS regression where each rule observation is weighted by its response count. ∗∗∗ indicates
statistical significance at the α = 0.01 level using heteroskedasticity-robust (HC3) standard errors.

Figure 14 shows that similar variation exists across agencies. Some key agencies, such as

the Federal Aviation Administration (FAA) and Environmental Protection Agency (EPA), are ex-

tremely active in rulemaking, each publishing more than 10,000 rules and writing tens of thou-

64This classification initiates an additional process of review by the Office of Information and Regulatory Affairs
and can be triggered by several broadly defined economic or legal impacts, including “an annual effect on the
economy of $100 million or more”.
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sands of responses to comments. The U.S. federal government also has many other smaller

agencies like the Administration on Aging (AOA) or National Archives and Records Adminis-

tration (NARA) that only occasionally engage in rulemaking or publish less salient regulations

and write fewer responses to comments. Agencies also vary widely in the fraction of responses

that contain a change. Notable extremes include the Federal Crop Insurance Program (FCIC),

which makes a change in 49% of its responses, and the Federal Energy Regulatory Commission

(FERC), which makes a change in only 10% of its responses.

Figure 14: Agency Rules and Responses

Figure 14 shows all agencies that appear as “primary authors” of rules published from 2008-2022. The x-axis
indicates the number of rules authored by each agency. Many rules list multiple agencies as authors, but these
often reflect nested organizational hierarchies. We assign primary authorship by removing parent agencies and
departments from the author list when a child agency is also listed. If rules still have multiple authors after re-
moving parent agencies these are assigned to multiple points in the plot. The size of the point indicates the total
number of responses in all the rules assigned to each agency, while the y-axis indicates the fraction of those re-
sponses where we detect a policy change. The line of best fit is calculated using a WLS regression where each rule
observation is weighted by its response count.

Fact 9. There is little direct opposition among advocates within the same rule. Fewer than

10% of agency responses address comments on opposing sides of an issue in a proposed regulation.

Within our theory, multi-sided commenting is possible, but unlikely. Proposition 2.1 part

(i) discusses the one-sided equilibrium under hard information. Under the restrictive condi-

tions in Proposition 2.2, opposite-sided commenting should be rare. However, many alternative

models of advocacy and strategic communication (e.g. Dewatripont and Tirole, 1999; Krishna

and Morgan, 2001b; Battaglini, 2002) and influence (Becker, 1983), as well as in empirical con-
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test function models, such as Kang (2016), make a case for competition among multiple special

interest groups as potentially welfare increasing. Theoretically, political principals benefit from

the tug-of-war among informed agents and their jousting for influence over key policy deci-

sions.

Empirically, we can show that this tug-of-war is infrequent. An analysis of the responses

to comments written by agencies suggests that competition for influence among multiple ad-

vocates is rare. The majority of responses addresses a single advocate or a single group of

commenters, who all make a similar comment on a specific issue or request the same spe-

cific change in the rule. To establish this pattern, we trained a classifier to distinguish between

four degrees of opposition between the comments addressed in each response. In most cases it

easy to tell whether a response is addressing a single commenter or multiple commenters from

the way the agency uses either singular or plural nouns when referring to the commenters (our

automatic classifier achieves an F1 score of 0.96 on this task). For responses addressing mul-

tiple comments, it is also possible to infer the number of "sides" being addressed. We classify

responses into three categories: Single Side, indicating that all comments take the same posi-

tion, Multiple Sides, indicating that there are multiple views represented without necessarily

being strongly opposed to other, and Opposing Sides, indicating that at least two commenters

want opposing outcomes65. Figure 15 shows the distribution of the number of sides addressed

by agency responses using our automatic classifiers. We find that 74% of all responses address

either single advocate or a single side. Only 5% of responses address opposing sides66.

65Distinguishing between these cases is harder than simply detecting whether a response is addressing a single
or multiple commenters, but our classifier still achieves a Macro F1 score of 0.75.

66A weakness of our automatic classification approach is that it considers each response in isolation. It is possi-
ble that agencies could split opposing sides into separate responses and address them separately. To address this
concern we had an RA manually review all the responses in a sample of 29 rules with responses to commenters,
carefully checking for opposing sides addressed in separate responses. In this small test set, 99/108 (92%) of re-
sponses address issues raised by commenters with with no direct opposition. Similarly, 23/25 (92%) of policy
changes occur in responses to these unopposed comments.
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Figure 15: Response Counts by Commenter Sides

Figure 12 shows the number of responses in our sample, broken down according how many “sides” were de-
scribed in the text of the regulators response and the inferred commenter stance. See section 3.3 for a discussion
of the classification methodology. 74% of responses address either a single commenter or a group of commenters
taking the same side. Only 5% of responses address opposing sides.

Overall, it appears that opposition between interest groups in rulemaking is less common,

or at least more indirect, than what models of multilateral advocacy and communication may

postulate. Of course, it is likely that many commenters have opposing goals in some very broad

sense. But, when it comes to writing comments, they do not seem to argue over the same

detailed issues of a rule. Instead, advocates with different objectives seem to "talk past each

other", raising many separate, mostly independent points.

Fact 10. Influence is highly concentrated. Up to 50% of all policy changes can be attributed to

the top 1000 commenting organizations (30% to the top 100 organizations).

Lobbying in Washington is notoriously concentrated within a small number of large busi-

nesses and industry groups (Bombardini and Trebbi, 2020). Most businesses do not lobby at all,

but those that do lobby a lot (Huneeus and Kim, 2018; Kerr et al., 2014). A key question about

the notice-and-comment process is whether a wider range of organizations participate, and

whether participation leads to equitable outcomes. One way to quantify this is to estimate the

fraction of all policy changes that can be attributed to a small number of organizations, where

each “change” is identified as a response containing a policy change.

Figure 16 shows the result of such an exercise, using two different methods to attribute

changes to organizations. The first, "greedy" attribution, starts by finding the organization with

the most linked changes and attributing every change linked to this organization exclusively

to this top organization. Then the second-most influential organization is identified by find-

ing the organization with the most linked changes among the unattributed changes, and these
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linked changes are attributing to the second organization. The process is iterated until no more

changes can be attributed to any organization. Thus, the greedy attribution measure gives the

maximum number of changes that could potentially be attributed to the n most influential or-

ganizations, which we interpret as an upper bound on the concentration of influence. The sec-

ond attribution measure is the "equal" attribution: when multiple organizations are linked to

the same change, each organization is attributed an equal share of the change. Given the large

disparity between different commenting organizations, this measure is likely a lower-bound on

the concentration of influence.

Figure 16: The Cumulative Influence of Top-n Organizations (Policy Changes)

Figure 16 shows the fraction of changes that can be attributed to the n-most influential organizations in our
data using two different algorithms for assigning credit for changes. Equal attribution divides the credit evenly
among all organizations linked to the response. A point on the curve then indicate what fraction of the total credit
for all responses can be attributed to the top n organizations ranked by total credit assigned. The greedy attribu-
tion algorithm finds the single organization that is linked to the largest number of changes, assigns all credit for
those changes to that organization, and removes that organization and all its assigned changes from the pool of
changes. This assignment process is repeated until no un-assigned changes remain. A point on this curve indicates
the fraction of all responses that are linked to at least one of the top n organizations ranked in this manner. The
lobbying expenditures curve is presented for reference. It shows the fraction of all lobbying expenditures recorded
under the Lobbying Disclosure Act from 2008-2022 that can be explained by the top n organizations with the high-
est lobbying spending.

Our data suggests that commenting influence is highly concentrated. The 100 most influen-

tial organizations are responsible for between 13% and 31% of all changes in our linked sample,

while the top 1000 organizations are responsible for 34% to 54% of all changes. For reference,

over this period, the top 100 lobbying clients were responsible for 28% of all registered lobbying

spending, while the top 1000 lobbying clients were responsible for 65% of all lobbying spend-

ing. Therefore, while the total number of organizations commenting is much higher, the share
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of changes that can be attributed to the most active participants is similar to the fraction of

lobbying spending that can be attributed to top spenders.

Fact 11. Top commenting organizations are diverse. The top 100 most influential commenters

include a mix of business associations, individual businesses, non-profits, professional associa-

tions, and government agencies.

A notable difference between commenting and congressional lobbying is that the top com-

menting organizations are more diverse. The top 100 lobbying clients are consist almost ex-

clusively of businesses (68%) and business associations (22%). In contrast, for the top 100 com-

menting organizations (ranked by a simple count of linked changes), business associations play

a more important role (35%) while businesses only account for 18% of the top 100 commenting

organizations. There are also a significant number of nonprofits (22%), professional associa-

tions (13%), and various government agencies (7%).
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Table 4: Top commenting organizations by linked change count

Organization Name Rules
Linked
Responses

Linked
Changes

Change
Fraction

American Petroleum Institute 351 5,205 1,380 0.27
Natural Resources Defense Council 519 7,402 1,207 0.16
Earthjustice 453 7,342 1,127 0.15
Center for Biological Diversity 569 7,353 1,107 0.15
Sierra Club 601 7,801 1,055 0.14
American Medical Association 95 3,970 745 0.19
Environmental Defense Fund 245 3,854 726 0.19
Boeing Co 847 1,359 716 0.53
US Chamber of Commerce 292 3,054 636 0.21
American Chemistry Council 219 2,646 537 0.20
Federation of American Hospitals 58 2,652 470 0.18
American Hospital Assn 85 2,662 454 0.17
American Bankers Assn 119 1,395 434 0.31
National Association of Manufacturers 183 2,035 422 0.21
National Mining Association 126 1,760 420 0.24
American Fuel & Petrochemical Manufacturers 126 1,984 407 0.21
Defenders of Wildlife 180 2,358 390 0.17
American Bar Association 95 1,445 382 0.26
American Academy of Family Physicians 71 1,866 374 0.20
AFL-CIO 179 1,830 362 0.20
American Forest & Paper Association 135 1,590 361 0.23
Association of American Medical Colleges 58 2,105 352 0.17
American College of Physicians 51 1,597 351 0.22
Independent Petroleum Association of America 87 1,229 344 0.28
Hunton & Williams LLP 121 1,870 341 0.18
Securities Industry and Financial Markets Association 63 1,209 336 0.28
Alliance of Automobile Manufacturers 89 1,787 335 0.19
Delta Air Lines 333 766 322 0.42
American College of Surgeons 27 1,643 319 0.19
Western Energy Alliance 76 1,049 316 0.30

Table 4 shows the top 30 commenting organizations ranked by linked change count. By this

measure, the most influential commenting organization is the American Petroleum Institute,

with 1,380 linked changes. Five of the top ten organizations are environmental nonprofits who

comment together on many rules (and should be seen as a coalition that is linked to roughly a

thousand changes rather than five separate organizations with a thousand changes each). Boe-

ing stands out as the most influential individual business, with 716 linked changes. This is partly

due to the way airlines are regulated, as, for example, the Federal Airline Administration pro-

duces thousands of rules regulating aircraft safety, and many of these rules only affect specific

airplane models. The majority of the remaining top organizations are professional organiza-

tions and trade groups representing specific industries. Only one union, the AFL-CIO, appears
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on the list with 362 linked changes. 67

Table 5: Rule Characteristics and Response Counts

Responses (Poisson)

(1) (2) (3) (4) (5)

Significant under EO 12866 1.377***
(0.101)

0.325***
(0.074)

Multiple Proposals 1.207***
(0.064)

0.355***
(0.060)

Log(1 + Comments) 0.462***
(0.011)

-0.055**
(0.022)

Log(1 + Org Commenters) 0.731***
(0.016)

0.747***
(0.033)

Agency×Year FE x x x x x

Observations 21451 21451 21451 21451 21451

Significance levels: * p < 0.1, ** p < 0.05, *** p < 0.01.

Table 6: Rule Characteristics and Change Fraction

Change Fraction (OLS)

(1) (2) (3) (4) (5)

Significant under EO 12866 0.019**
(0.008)

0.021**
(0.008)

Multiple Proposals 0.031***
(0.007)

0.038***
(0.007)

Log(1 + Comments) -0.010***
(0.002)

-0.041***
(0.003)

Log(1 + Org Commenters) -0.003*
(0.002)

0.038***
(0.004)

Agency×Year FE x x x x x

Observations 10268 10268 10268 10268 10268
R2 0.203 0.204 0.205 0.203 0.213

Significance levels: * p < 0.1, ** p < 0.05, *** p < 0.01.

67In our linking process we include local chapters as part of the main organization
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Table 7: Response by Commenter Sides

Any Change (OLS)

(1) (2)

Single Side 0.054***
(0.003)

0.062***
(0.002)

Multiple Sides -0.004
(0.003)

0.012***
(0.003)

Opposing Sides -0.011**
(0.005)

-0.011***
(0.004)

Intercept 0.201***
(0.003)

Rule FE - x

Observations 424156 424156

Significance levels: * p < 0.1, ** p <
0.05, *** p < 0.01. Outcomes are mea-
sured at the individual response level.
The outcome variable indicates whether
there was any policy change detected in
the response text. "Sides" indicator coef-
ficients are measured relative to the "Sin-
gle Commenter" category. Standard er-
rors are clustered by rule.

Figure 17: Distribution of Top 100 Org Types for Lobbying and Commenting
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C Firm size regression tables

Table 8: Influence Decomposition by Compustat Firm Employment

Success Rate Commenting Rate Response Rate Success Rate
(1) (2) (3) (4)

Log(Employees) 0.363***
(0.032)

0.368***
(0.043)

0.061***
(0.015)

0.003
(0.006)

Year FE x x - -
Rule FE - - x x

Observations 22960 22960 11239 7422
R2 - - - -

Significance levels: * p < 0.1, ** p < 0.05, *** p < 0.01. Standard errors are clustered by Organization
in columns 1-2 and Organization + Rule in columns 3-4. Estimates in columns 3-4 are conditional on
commenting on the rule and receiving at least one response respectively.

Table 9: Influence Decomposition by Compustat Firm Market Value

Success Rate Commenting Rate Response Rate Success Rate
(1) (2) (3) (4)

Log(Market Value) 0.419***
(0.036)

0.385***
(0.045)

0.055***
(0.016)

0.006
(0.006)

Year FE x x - -
Rule FE - - x x

Observations 20531 20531 9216 6047
R2 - - - -

Significance levels: * p < 0.1, ** p < 0.05, *** p < 0.01. Standard errors are clustered by Organization in
columns 1-2 and Organization + Rule in columns 3-4. Estimates in columns 3-4 are conditional on com-
menting on the rule and receiving at least one response respectively.
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Table 10: Influence Decomposition by Total Lobbying Expenditures

Success Rate Commenting Rate Response Rate Success Rate
(1) (2) (3) (4)

Log(Lobbying Amount) 0.448***
(0.016)

0.374***
(0.015)

0.094***
(0.011)

0.008***
(0.002)

Year FE x x - -
Rule FE - - x x

Observations 183765 183765 84398 57369
R2 - - - -

Significance levels: * p < 0.1, ** p < 0.05, *** p < 0.01. Standard errors are clustered by Organization in columns 1-2
and Organization + Rule in columns 3-4. Estimates in columns 3-4 are conditional on commenting on the rule
and receiving at least one response respectively.

D Ideology regression tables

Table 11: Effects of Ideological Congruence

Total Changes Commenting Rate Response Rate Success Rate
(1) (2) (3) (4)

CF × Republican President -0.061*
(0.035)

-0.150***
(0.015)

-0.158***
(0.027)

0.177***
(0.021)

Year FE x x x x
Organization FE x x x x

Observations 196755 474450 99674 65931
R2 - - - -

Significance levels: * p < 0.1, ** p < 0.05, *** p < 0.01. Standard errors are clustered by Organization + Rule.
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Table 12: Influence Decomposition by Ideology

Total Change Count Commenting Rate Response Rate Success Rate
(1) (2) (3) (4)

CF -0.343***
(0.059)

-0.131***
(0.035)

-0.159***
(0.033)

0.036***
(0.006)

CF2 -0.315***
(0.055)

-0.290***
(0.036)

-0.040
(0.026)

-0.039***
(0.007)

Rule FE - - x x
Year FE x x - -

Observations 474450 474450 110570 68003

Significance levels: * p < 0.1, ** p < 0.05, *** p < 0.01. Standard errors are clustered by Organization in columns
(1-2) and Organization + Rule in columns (3-4).

E Annotation instructions

Paragraph Labeling Scheme

Each paragraph should be labeled with as “S”, “R”, “SR”, or “O” in the “label” column:

• “S” indicates that the paragraph summarizes one or more comments

• “R” indicates that the paragraph responds to one or more comments

• “SR” indicates that the paragraph contains both a summary and a response

• “O” (the letter, not the number) indicates that the paragraph is neither a summary nor

response
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Any Change Labeling Scheme

Each response paragraph (“R” or “SR”) should be coded as “Y”, “N” or “YN” in the

"any_change" column:

• “Y” indicates that the regulator describes making a change to the policy environment in

response to the comments. For example, the following cases should all be coded “Y”:

1. Any change made by the regulator, even if it is not asked for by the commenter.

2. A change in the regulation’s effective date or date for compliance.

3. Withdrawing a rule or a part of a rule.

4. Amending a regulation, even if the change is seemingly trivial.

5. A commitment to a change in enforcement or interpretation of the law, even if the

letter of the law is not changed.

• “N” indicates that there was no change made to the policy environment described in

this response paragraph. For example, the following cases should all be coded “N”:

1. The regulator provides additional information, explanation, or clarification, but

does not make a change.

2. The regulator’s response is something to the effect of “we will consider the com-

mentator’s request in the future.”

3. The regulator expresses agreement with the comment, but does not say they are

making a change.

4. The regulator’s response is something to the effect of “we will endeavor/try to use

the information provided.”

• “YN” indicates that the regulator is responding to multiple commenters with different

views and making a change in response to some but not others

• “?” Can be used to indicate uncertainty, either on its own, or combined with the best

guess (e.g. "N?")
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Comment-Response Labeling Scheme

For each pair of comment-response texts, enter a number between 1 and 5 in the

“match_quality” column. The number should indicate degree of overlap between the top-

ics discussed in the two texts and how likely it is that the agency’s response text is intended as

a response to the selected comment text:

1. Incorrect match. Comment and response text are clearly discussing very different is-

sues. The agency is definitely not responding to this comment text in the response text.

2. Poor match. Comment and response text are somewhat related, but appear to be dis-

cussing different specific issues. It is unlikely that the agency is responding to this com-

ment text in the response text.

3. Partial Match. Comment and response text are discussing related issues but the degree

of overlap is either imperfect or somewhat ambiguous.

4. Good match. Comment text appears closely related to the agency’s response. It is likely

that the agency is responding to this comment text.

5. Perfect match. Comment text contains the exact argument or information that the

agency is responding to in the response text. The agency is definitely responding to

this specific comment text.

Notes:

• The response text could also be addressing other comments as well. This should not

detract from the score. For example, if the regulator is clearly responding to two dif-

ferent comments A and B, and the selected comment text appears to exactly match the

summary of comment A, then enter a “5”.

• Sometimes there is a tension between recognizing that the comment is likely the one

being discussed, and whether there is a good topic match. For example, both the com-

ment and response might identify the commenter by name making it clear that this is

the correct comment. However, if the topics do not match, the score should still be low

(keep in mind this is only a sample of the comment text - it is likely that there is another

omitted sample of the comment text that would be a better match).
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F Prompts for LLM annotations

The following text comes from a comment letter submitted to a government regulator as part

of the note-and-comment process for U.S. federal rulemaking.

INSTRUCTIONS:

First, please identify whether the comment is authored by an organization or an individual.

- Respond with "organization" if the letter is written on behalf of one or more organizations

- Respond with "individual" if the letter is written on behalf of an individual

- Only print one word.

Next, list all organizations affiliated with the author of the comment on separate lines.

- Use the most complete and unambigous version of each name.

- Do not include departments or divisions within an organization.

- IMPORTANT: Do not include CC’d organizations.

COMMENT TEXT:

< “organization” metadata field >

< “title” metadata field >

< first paragraph of comment body >

< closing text (e.g. sincerely....) >

< comment description accompanying attachments (if any) >
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The following text comes from a comment letter submitted to a government regulator as part

of the notice-and-comment process for U.S. federal rulemaking.

INSTRUCTIONS:

First, describe who authored the comment in 10 words or less.

Then, classify the comment as one of the following types:

- "organization" if the comment is written on behalf of one or more organizations such as a

business, nonprofit, or government agency

- "member" if the comment is written by someone who represents themselves a rank and file

member of an organization (for example, a union member, student at a school, nurse at a

hospital, etc.)

- "politician" if the comment is written by a politician or political candidate (for example, a

member of congress, state legislator, mayor, or candidate running in an election)

- "expert" if the comment is written by an independent expert in the field being regulated (for

example, an academic, scientist, engineer, or doctor)

- "individual" if the comment is written by someone who is does not have a strong affiliation

with an organization (sometimes described as a citizen or taxpayer)

- "unknown" if the comment type cannot be determined from the text

No further explanation is required.

COMMENT TEXT:

< comment text >
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The following text comes from a comment letter submitted to a government regulator as part

of the note-and-comment process for U.S. federal rulemaking.

INSTRUCTIONS:

First, please identify whether the comment is authored by an organization or an individual.

- Respond with "organization" if the letter is written on behalf of one or more organizations

- Respond with "individual" if the letter is written on behalf of an individual

- Only print one word.

Next, list all organizations affiliated with the author of the comment on separate lines.

- Use the most complete and unambigous version of each name.

- Do not include departments or divisions within an organization.

- IMPORTANT: Do not include CC’d organizations.

COMMENT TEXT:

< “organization” metadata field >

< “title” metadata field >

< first paragraph of comment body >

< closing text (e.g. sincerely....) >

< comment description accompanying attachments (if any) >
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The goal of this task is to review selected names to identify organizations that authored com-

ment letters submitted to a U.S. federal agency.

The name below should be classified into one of the following categories:

- "author": The comment can be inferred to represent the official views of this organization.

This includes comments:

- written by this organization

- written on behalf of this organization

- written by a leader or senior member of this organization

- written by a subsidiary or part of this organization

- "affiliated": One of the authors is affiliated with this organization as a rank and file member

or lower-level employee.

- "mentioned": This organization is only mentioned in the letter. This includes cases where

the author endorses a separate comment written by the organization.

- "recipient": This organization is a recipient of the comment letter (including CC’d organiza-

tions).

- "invalid": The name is not a valid organization. This includes individual names, addresses,

or uninterpretable strings.

COMMENT TEXT:

<comment text>

ORGANIZATION NAME: <org_name>

INSTRUCTIONS:

First, use the comment text and organization name above to learn about the organization.

Next, Describe the role of the organization in the comment in 10 words or less.

Finally, classify the organization into one of the categories listed above. Print only the word

associated with the category.

No further explanation is required.
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The goal of this task is to classify an organization that has submitted a comment to a U.S.

federal agency.

The organization should be classified into one of the following categories:

CATEGORIES:

B: "Businesses and Service Providers", including:

- Corporations

- Small Businesses

- Banks

- Utility Companies

- Universities

- Hospitals

- Transit Systems

A: "Businesses Associations and Allies", including:

- Trade Associations

- Industry funded Think Tanks and Institutes

- Business advocacy groups

- Chambers of Commerce

- Industry funded astroturf campaigns

U: "Labor Unions", including:

- Labor Unions

- Employee Associations

P: "Professional Associations", including:

- Medical Associations

- Bar Associations

- Engineering Associations

- Other Professional Associations

N: "Nonprofit Foundations and Advocacy Groups", including:

- Independent Philanthropic and Charitable Foundations

- Non-business Think Tanks and Research Organizations

- Religious Organizations

- Scientific and Academic Organizations

- Museums and Cultural Institutions

- Ideological Advocacy Groups

- Consumer Advocacy Groups

- Civil Rights Organizations

- Social Justice Organizations

- Advocacy Groups for marginalized communities

- Environmental nonprofits

- Conservation Organizations

- Animal Rights Organizations

- Gun Rights/Gun Control Organizations

- Pro-Life/Pro-Choice Organizations

- LGBTQ+ Advocacy Organizations

- Social Clubs

- Student Groups

- Local Community Organizations

L: "Advocates for hire", including:

- Lobbying Firms

- Public Relations Firms

- Lawyers and Law Firms

- Consulting Firms

G: "Government and Elected Politicians", including:

- Federal Agencies

- Members of Congress

- State Governments, Governors, and State Legislators

- Local Governments, Mayors, and City Councils

- Tribal Governments

O: "Other"

- The organization does not fit into any of the above categories

X: "Not an Organization":

- The selected string is not an organization

COMMENT TEXT:

<comment text>

ORGANIZATION NAME: <org name>

INSTRUCTIONS:

First, use the comment text and organization name above to learn about the organization.

Next, Describe the organization in 10 words or less.

Finally, classify the organization into one of the categories listed above. Print only the letter

associated with the category.

No further explanation is required.
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